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ABSTRACT In this paper, we propose a new iterative algorithm to solve the blind deconvolution problem of MIMO-FIR channels driven by source signals which are temporally second-order uncorrelated but fourth-order correlated and spatially second- and fourth-order uncorrelated. In our new approach, to solve the blind deconvolution problem, we consider two stages: First, ﬁltered source signals are extracted from the mixtures of source signals. Second, the source signals are recovered from the ﬁltered source signals. 1. INTRODUCTION The blind deconvolution problem consists of extracting source signals from their convolutive mixtures observed by sensors without knowledge about the source signals and about the transfer functions (transmission channels) between the sources and the sensors. The blind deconvolution problem has been studied by many researchers (e.g., [1, 2, 3, 5, 6]). Almost all of the proposed methods to date have been developed under the assumption that the source signals are temporally independent and identically distributed (i.i.d.) and spatially independent (e.g., [1, 2, 6]). However, in some applications, the i.i.d. assumption for the source signals becomes very strong (e.g., applications in digital communications [4]). To solve the blind deconvolution problem for such applications, therefore, one must assume that the source signals have a weaker condition than the i.i.d. condition, for example, the source signals are temporally second-order uncorrelated but higher-order correlated [3, 5]. Here we propose a new iterative algorithm to achieve the blind deconvolution of MIMO-FIR channel systems driven by source signals which are temporally highorder colored signals (but temporally second-order white and spatially second- and fourth-order uncorrelated signals). To do that, we consider a deﬂation approach. Algorithms based on deﬂation approaches have been
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used to achieve blind deconvolution under the assumption that the source signals are i.i.d. and spatially independent [2, 6]. However, it is not clear whether the deﬂation approach can be applied to the MIMO-FIR channels in the case that the sources are fourth-order colored signals. It has been shown by Simon et al. [5] that the deﬂation approach can be applied to MIMOIIR channels in the case that source signals are colored signals (but white signals in the sense of second-order statistics). Their proposed method cannot solve blind deconvolution problem but solve a blind signal generation problem in which ﬁltered source signals are extracted from the mixtures of the sources. Our new deﬂation algorithm is a modiﬁcation of the super-exponential deﬂation algorithm proposed by Inouye and Tanebe [2] to the case of the blind deconvolution problem of an MIMO-FIR channel driven by the fourth-order colored signals. In our approach, we should consider two stages to recover one source signal from the output of an multiple-input single-output ﬁnite impulse response (MISO-FIR) system: First, a cascaded integrator-comb (CIC) f ilter is acquired. It implies that one ﬁltered source signal is generated from the mixtures of the source signals. Secondly, by making the ﬁltered signal be white in the sense of second-order statistics, the source signal can be recovered from the CIC ﬁltered source signal. 2. PROBLEM FORMULATION We consider the following MIMO-FIR system: x(t) =



K 



H (k) s(t − k),



(1)



k=0



where x(t) represents an m-column output vector called the observed signal, s(t) represents an n-column input vector called the source signal, {H (k) } is an m × n matrix sequence representing the impulse response of the transmission channel, and the number K denotes its
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order. Equation (1) can be written as x(t) = H(z)s(t),



(2)



where H(z) is the z-transform of the transfer function, i.e. H(z) =



K 



(3)



k=0



where y(t) is an q-column vector representing the output signal of the ﬁlter, {W (k) } is an q × m matrix sequence, and the number L is the order of the ﬁlter. Equation (3) can be written as y(t) = W (z)x(t),



k=0



where the superscript T denotes the transpose of a vector, and s˜(t) is the column vector deﬁned by s˜(t) := s˜i (t) :=



[˜ s1 (t)T , s˜2 (t)T , · · · , s˜n (t)T ]T , [si (t), si (t − 1), · · · , si (t − K − L)]T ,



(11) (12)



and g ˜i is the column vector consisting of the ith output impulse response of the cascade system deﬁned by g ˜i



:=



g ˜ij



:=



[˜ g Ti1 , g ˜Ti2 , · · · , g ˜Tin ]T , [gij



(0)



, gij



(1)



, · · · , gij



(13) (K+L) T



] .



(14)



Using (13), (9) can be written in vector notation as ˜w g ˜i = H ˜i,



Substituting (2) into (4), we have y(t) = G(z)s(t),



w ˜i w ˜ ij



(5)



where K+L 



(9)



i = 1, 2, · · · , q,



(15)



where w ˜ i is an (L + 1)m-column vector consisting of the coeﬃcients (corresponding to the ith output) of the ﬁlter deﬁned by



W (k) z k .



G(z) := W (z)H(z) =



wil1 (τ ) hl1 j (k−τ ) ,



Here i = 1, · · · , q,, j = 1, · · · , n, and k = 0, 1, · · · , K + L. The set of equations (8) can be written in vector notation as ˜Ti s˜(t), (10) yi (t) = g



(4)



where W (z) is the transfer function of the ﬁlter deﬁned by W (z) =



L m   li =1 τ =0



W (k) x(t − k),



L 



where



H (k) z k .



In the above, we note that we use variable z instead of variable z −1 in the z-transform. Here, let us consider the following FIR system called a ﬁlter which is driven by the observed signals. y(t) =



j=1 k=0



gij (k) =



k=0



L 



The composite system (5) can be written in scalar form as n K+L   gij (k) sj (t − k), (8) yi (t) =



G(k) z k .



(6)



k=0



In this paper, we consider the two types of ﬁlters: q = n and q = 1. When q = n, we can formulate the blind deconvolution as follows: Find a ﬁlter W (z), called an equalizer, satisfying the following the condition, without the knowledge of H(z),



:= :=



[w ˜ Ti1 , w ˜ Ti2 , · · · , w ˜ Tim ]T , [wij (0) , wij (1) , · · · , wij (L) ]T ,



˜ is an n × m block matrix deﬁned by and H   H 11 H 12 · · · H 1m  H 21 H 22 · · · H 2m   ˜ :=  H  ..  .. .. ..  .  . . . H n1 H n2 · · · H nm



(16) (17)



(18)



whose (i, j)th block element H ij is a (K+L+1)×(L+1) matrix with the (i1 , j1 )th element [H ij ]i1 j1 deﬁned by [H ij ]i1 j1



:=



hji (i1 − j1 ),



(7)



i1 = 0, · · · , K + L; j1 = 0, · · · , L. (19)



where P is an n × n permutation matrix, D is an n × n regular diagonal matrix, and Λ(z) is an n × n regular diagonal matrix with diagonal entries being monic monomials. We consider the type q = 1 when we want to extract one ﬁltered source signal from the mixtures of the source signals. In order to solve the blind deconvolution problem, as the ﬁrst stage, we consider the blind signal generation problem mentioned below, in which CIC ﬁltered source signals are generated from the observed signals.



Now we consider the generation of ﬁltered source signals from the observed signal x(t). If g ˜i ’s become g ˜i0 ’s such that there exist w ˜ i0 ’s satisfying



W (z)H(z) = P DΛ(z),



˜ w [˜ g 10 , · · · , g ˜q0 ] = H[ ˜ 10 , · · · , w ˜ q0 ] = [δ˜1 , · · · , δ˜q ]P , (20) then a ﬁltered version of each component of s(t) can be recovered from the observed signals xi (t)’s. Here δ˜i is the n-block column vector deﬁned by
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δ˜i = [0, · · · , 0, g Tii (ith vector), 0, · · · , 0]T ,



(21)



K+L+1 T 1 2 where g ii = [gii , gii , · · · , gii ] is a non-zero (K + L+1)-column vector and 0 is a (K+L+1)-row zero vector. We note the each g ii can be chosen to be any nonzero vector in order to generate ﬁltered source signals. However, in order to devise a new super-exponential deﬂation algorithm, we should choose each g ii to be a j non-zero vector whose elements all gii (j = 1, · · · , K + L + 1) take a non-zero identical value gii = 0. This constitutes a novel key point in the following development of this paper. Hence, the ith component of y(t) is expressed as



yi (t) = =



T δ˜pi s˜(t), gpi (z)spi (t),



i = 1, 2, · · · , q, i = 1, 2, · · · , q,



signals from the CIC ﬁltered source signals. In the subsection 3.2, we will show how to recover a source signal from the ﬁltered one δ˜Tpi s˜pi (t). 3. A TWO-STAGE ALGORITHM 3.1. The ﬁrst stage: A modiﬁed super-exponential deﬂation algorithm To generate the CIC ﬁltered source signals, we consider the following two-step algorithm adjusting the elements gij (k) for the cascade system, gij (k)[1]



(22)



where {p1 , · · · , pn } is a permutation of {1, · · · , n} and gpi (z) = gpi pi (1 + z + · · · + z K+L) which is a CIC ﬁlter. Therefore, we call gpi (z)spi (t) (or δ˜Tpi s˜pi (t)) a CIC f iltered source signal. Without knowing the block ˜ along with the source signals si (t), one can matrix H solve the blind signal generation problem by ﬁnding a ˜ 0 := [w matrix W ˜ 10 , · · · , w ˜ q0 ] satisfying (20). ˜ To ﬁnd a matrix W 0 , we need the following assumptions: (A1) The transfer function H(z) in (2) is irreducible, that is, rank H(z) = n for any z ∈ C (this implies that the unknown system has less inputs than outputs, that is, n ≤ m). (A2) The input sequence {s(t)} is a zero-mean stationary vector process whose component processes {si (t)} (i = 1, · · · , n) are temporally second-order white and spatially second- and fourth-order uncorrelated. At most, one component of {s(t)} can be Gaussian, and all the others should be non-Gaussian with unit variance and nonzero diﬀerent Ki , where Ki is the sum of all the fourth-order auto-cumulants of the ith component signal:  Csi (τ1 , τ2 , τ3 ) = 0 (< ∞), (23) Ki = τ1 ,τ2 ,τ3 ∈Z



Ki = Kj ,



i, j = 1, · · · , n; i = j.



(24)



Here Z denotes the set of all integers and Cν(τ1 ,τ2 ,τ3 ) is the fourth-order auto-cumulant function of signal ν(t) deﬁned by



K+L 



= Γj (



K+L 



gij (l) )2 (



l=0



gij (k)[2]



gij (l)∗ ),



(25)



l=0



= gij (k)[1]  



n j=1



1 



(l)[1] |2 l |gij



, (26)



where Γj =  Cum{sj (t), sj (t − τ1 ), sj (t − τ2 )∗ , sj (t − τ3 )∗ } τ1 ,τ2 ,τ3 ∈Z



f or



j = 1, · · · , n.



We should note in (25) that the elements gij (k) ’s (where k = 0, · · · , K +L) take an identical value for ﬁxed i and j. Moreover, we should note in √ (26) that the absolute value of the identical value is 1/ K + L + 1. Using the similar way as in [2], one can easily prove that the following iterative algorithm with respect to w ˜ i can be derived from (25) and (26): w ˜ i [1] w ˜ i [2]



=



˜ i, ˜†D R



i = 1, 2, · · · , q, (27) [1]



=



w ˜i 



, i = 1, 2, · · · , q, (28) ˜w ˜ i [1] w ˜ i [1]∗T R



where † denotes the pseudo-inverse operation of a ma˜ is the m × m block matrix deﬁned by trix, R  ˜ ˜ 12 · · · R ˜ 1m  R11 R  R ˜ 2m  ˜ 21 R ˜ 22 · · · R  ˜ :=  R (29)   . .. .. ..   .. . . . ˜ m2 · · · R ˜ mm ˜ m1 R R



˜ ij is the (L+1) × (L+1) whose (i, j)th block element R ˜ ij ]i1 j1 deﬁned by Cν(τ1 , τ2 , τ3 ) ≡ Cum{ν(t), ν(t − τ1 ) , ν(t − τ2 ), ν(t − τ3 ) }, matrix with the (i1 , j1 )th element [R ∗



∗



where the superscript ∗ denotes the complex conjugate. The sum of the fourth-order auto-cumulants, Ki is assumed to be unknown for i = 1, · · · , n. Under the assumption (A1), we can show that there ˜ 0 satisfying (20), because H(z) has exists a matrix W a causal left inverse. At the ﬁrst stage, our ﬁrst objective is to generate CIC ﬁltered source signals from the observed signals. In order to achieve the blind deconvolution, as the second stage, we consider of recovering the original source



˜ ij ]i1 j1 = Cum{xj (t − j1 ), xi (t − i1 )∗ }, [R



(30)



˜ i is the n-block vector deﬁned by and D ˜ i := [dTi1 , dTi2 , · · · , dTim ]T D



(31)



where dij th is an (L + 1)-column vector with the j1 th element [dij ]j1 given by  Cum{yi (t), yi (t − τ2 ), yi (t − τ1 )∗ , xj (t − j1 − τ3 )∗ }. τ1 ,τ2 ,τ3 ∈Z
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Theorem 1 Inﬁnite iterations of two steps (25) and (26) can yield an SISO cascade system gi (z) = n K+L (k) k z such that its impulse response j=1 k=0 gij vector deﬁned by (13) and (14) satisﬁes g ˜ij g ˜ij



= =



g jj 0



where j0 = maxj |Γj ||



f or some j = j0 , f or all j =  j0 ,



K+L k=0



(32)



gij (k) (0)| and j ∈ {1, · · · , n}.



From Theorem 1, it can be proved that the algorithms (25) and (26) (as well (27) and (28)) can be used to acquire a CIC f iltered source signal δ˜Tj0 s˜j0 (t). 3.2. The second stage Here, we show how to obtain a source signal sj0 (t − ki ). Our approach is based on the fact that the source signal sj0 (t) is white but the obtained output yi (t) based on Theorem 1 is a colored signals. Therefore, the approach is to whiten the output yi (t) in the sense of secondorder statistics. To implement the whitening of yi (t), we consider applying the following AR model to the CIC ﬁltered output yi (t): yi (t) = −



M 



vi (k) yi (t − k) + βui (t).



(33)



k=1



where M is the order of an AR model and β is a constant. The whitening of yi (t) can be achieved by constructing the AR model (33) with a suﬃciently large order M . The parameters β and vi (k) can be found using the Yule-Walker equations and the Levinson algorithm. 3.3. The deconvolution algorithm Our proposed algorithm can be summarized in the following steps: Step 1. Set i = 1 (where i denotes the order of an input extracted). Step 2. Choose random initial values wij (k) (0) of wij (k) . Set l = 0 (l is the number of iterations). Step 3. Calculate w ˜ i (l) using (27) and (28). ˜w Step 4. If |w ˜ i ∗T (l)R ˜ i (l − 1)| is not close enough to 1, set l = l + 1 and go back to Step 3. Otherwise go to the next step. Step 5. Find the AR output using equation (33). Step 6. At this stage, we assume that the source signal spi (t) has been recovered. Then we should compute the scale and the time-shift of the input spi (t) by using (22) and (33) Step 7. Estimate the scale and the time-shift of hjpi (τ ) by using ˆ hjpi (τ ) = E[xj (t)ui (t − τ )∗ ], j = 1, 2, · · · , m. Step 8. Estimate the contribution of spi (t) to the observed signals xj (t) (j = 1, 2, · · · , m), using xˆjpi (t) =



ˆ τ hjpi (τ )ui (t − τ ). Step 9. Remove the above contribution using xj (i) (t) = ˆjpi (t), where xj (i) (t) (j = 1, · · · , m) are the xj (t) − x outputs of a linear unknown multichannel system with m outputs and n − 1 inputs. Step 10. If the superscript (i) of xj (i) (t) is less than n, then set i = i + 1 and xj (t) = xj (i) (t) (j = 1, · · · , m), and the procedures mentioned above are continued until i = n. 4. DISCUSSIONS In this paper we proposed an iterative algorithm for the blind deconvolution problem in the case of temporally second-order white and spatially second- and fourthorder uncorrelated signals. The proposed algorithm is a modiﬁcation of the the super-exponential deﬂation algorithm proposed by Inouye and Tanebe [11] to the case of the blind deconvolution problem of MIMO-FIR channels driven by fourth-order colored source signals. The proposed super-exponential algorithm was used to generate CIC ﬁltered source signals from the mixtures of source signals. To recover the original source signals from the CIC ﬁltered source signals, a whitening technique has been used. We have carried out computer simulations to demonstrate the proposed method. The results have shown that the proposed algorithm can be used successfully to achieve the blind deconvolution. 5. REFERENCES [1] Special Issue on Blind System Identiﬁcation and Estimation, IEEE Proc., October 1998. [2] Y. Inouye and K. Tanebe, ”Super-exponential algorithms for multichannel blind deconvolution,” IEEE Trans. Signal Processing, vol. 48, no. 3, pp. 881-888, March 2000. [3] R.-W. Liu and Y. Inouye, ”Direct blind deconvolution of multiuser-multichannel systems driven by temporally white source signals,” To appear in IEEE Trans. Inform. Theory. [4] J. G. Proakis, Digital Communications, New York, NY: McGraw-Hill, 1995. [5] C. Simon, P. Loubaton, C. Vignat, C. Jutten and G. d’Urso, Separation of a class of convolutive mixtures: a contrast function approach,” in Proc. ICASSP’99, pp. 1429-1432, Phoenix, Arizona, USA, May, 1999. [6] J. K. Tugnait, ”Identiﬁcation and deconvolution of multichannel non-Gaussian processes using higher order statistics and inverse ﬁlter criteria, ” IEEE Trans. Signal Processing, vol. 45, pp. 658-672, 1997.



II - 1656



























des documents recommandant







[image: alt]





A DEFLATION ALGORITHM FOR THE BLIND ... - CiteSeerX 

Remove the above contribution using xj. (i) ... Estimation, IEEE Proc., October 1998. ... Proc. ICASSP'99, pp. 1429-1432, Phoenix, Ari- zona, USA, May, 1999.










 


[image: alt]





A Geometrical Algorithm for Blind Separation of Sources 1 ... - CiteSeerX 

probability density functions pdf, we propose a method based on ... to an angular sec- tor, edge slopes of which still correspond to b and 1=a. (see Fig. 2). For sources with various pdf, we plotted ... We may com- pute the maximum and minimum value,










 


[image: alt]





A Genetic Algorithm for the Detection of 2D Geometric ... - CiteSeerX 

(about mutation probabilities) to reduce convergence time. 2 Genetic algorithms ... the chromosome length) so that few chromosomes are altered. parents.










 


[image: alt]





Subspace Adaptive Algorithm For Blind Separation 

This algorithm can be decomposed into two steps: At first, the convolutive ... the instantaneous mixture algorithms are based on fourth-order statistics). .... Finally, the constraint (12) can be satis ed easily by a simple Cholesky ... density funct










 


[image: alt]





A Block Factor Analysis based Receiver for Blind Multi ... - CiteSeerX 

For background material on algebraic solutions to this problem, we ..... the gap between the BFM- curve and the curve for the semi-blind receiver that knows. 0. 1.










 


[image: alt]





A Feature-Based Tracking Algorithm for Vehicles in ... - CiteSeerX 

6250 Applied Science Lane, Vancouver BC V6T1Z4. {saunier,tsayed}@civil.ubc.ca -- http://www.confins.net/saunier/. Need for automated traffic monitoring ...










 


[image: alt]





Efficient implementations of the sum-product algorithm for ... - CiteSeerX 

from a performance, latency, and computational complexity perspective. ... It is shown that such an implementation offers smaller latency compared to the ..... This means that the correction factor is zero when the values. â•�X 1Ed and â•�X 1Ee ...










 


[image: alt]





An Adaptive Subspace Algorithm for Blind Separation of Independent 

and only if Acc is a full-rank matrix. As long as p










 


[image: alt]





A Performance Characterization Algorithm for 

for Symbol Localization. Mathieu Delalandre1,2, Jean-Yves Ramel1, Ernest Valveny2, and ... and â€œopenâ€� solution to characterize the performance. To achieve that, it ... Table 1. Matching cases between groundtruth and localization results. The key 










 


[image: alt]





Multichannel Blind Separation of Sources Algorithm For Instantaneous 

The separation was achieved by minimizing the cross-cumulant. (2x2) of the ... Taking M as the mixture matrix, Y as the mixture vector with additive noise, X as ...










 


[image: alt]





A New Ant Colony Algorithm Using the Heterarchical ... - CiteSeerX 

sections. In Sect.2, we describe the notion of dense heterarchy. ... This notion was firstly introduced by Wilson in 1988 to describe the information flow inside an ...










 


[image: alt]





The Filtered-x LMS Algorithm - CiteSeerX 

Bibliography. [1] S.J. Elliott and P.A. Nelson. Active noise control. IEEE signal processing magazine, pages 12â€“35, October 1993. [2] D.R Morgan. An analysis of ...










 


[image: alt]





The Branch & Move algorithm: Improving Global ... - CiteSeerX 

Pruning sub-optimal seach branches using local search. In Pro- ceedings of CP-AI-OR-02 pages 181-189. O. Kamarainen, H. El Sakkout, 2002. Local Probing ...










 


[image: alt]





A NOVEL IMPLEMENTATION OF ICP ALGORITHM ... - CiteSeerX 

Image registration is a valuable technique for medical ... 3D data registration is a common problem in medical ... impact of a treatment over a period of time.










 


[image: alt]





The Branch & Move algorithm: Improving Global ... - CiteSeerX 

on a real-world application in the field of TV advertisement. The principle of ... global filtering algorithms have been developed usually based on OR polynomial algo- rithms. Most of ..... Annals of Operations Research 115:73-94. F. Focacci, F.










 


[image: alt]





A MULTIVARIABLE APPROACH FOR THE COMMAND ... - CiteSeerX 

structure, consisting of main free flow canals and pressurized distribution networks, is ... kind and the existing management constraints. The Aix-Nord ... variation of energy prices, let us simply say that this price varies according to the period i










 


[image: alt]





We present a deterministic tensor-based technique for the blind 

Parameters and propagation model: â€“ R: Nb of users, transmitting at the same time within the same bandwidth. â€“ I: Spreading Factor of CDMA codes.










 


[image: alt]





A Genetic Algorithm for the Topology Correction of ... - Martinos Center 

2Athinoula A. Martinos Center - MGH/NMR Center. Abstract. ... the use of accurate 2-D models of the cortical sheet [1, 5], which alleviates most drawbacks of the ... accuracy of initial segmentations, topological corrections may not be optimal:.










 


[image: alt]





from blind source separation to blind source cancellation ... - CiteSeerX 

21. (3). We also proposed a related solution for the underdetermined case by cancelling the influence of the .... a2. (15). This value gives the exact coefficient to cancel the contribu- .... obtained similar results on mixtures realised on a â€�stud










 


[image: alt]





A self-stabilized distributed algorithm for the ... - de Yann Verhoeven 

needed for a transmission is proportional to cost ( Ð¸ ) = ( R ( Ð¸ )) ` . ... each station have to be able to organize its relationship with the whole network without ...










 


[image: alt]





Using a Genetic Algorithm to Search for the Representational ... .fr 

The extraction process produced a total of 111 biases for the maze problem, rang- ing from 4 .... Self-Improving Reactive Agents Based on Reinforcement Learn-.










 


[image: alt]





A Fast Bresenham Type Algorithm For Drawing Ellipses - The-Eye.eu! 

the grid over which the line is drawn consists of discrete points or pixels. ... In fact, the criterion for where to make the. *!. %&. Â°. Â° break is determined by the slope ...










 


[image: alt]





A constraint satisfaction algorithm for the ... - w w w .math.uzh.ch 

Page 1. Page 2. Page 3. Page 4. Page 5. Page 6. Page 7. Page 8. Page 9. Page 10. Page 11. Page 12. Page 13. Page 14.










 


[image: alt]





The minimum cross-entropy method: A general algorithm for one 

unbounded, and constraints, being able to manage mixed constraints problems. Alejandro Zarzo ... To construct approximations to a pdf, f : D âŠ† R â†’ R. + ... âˆ«D ki(x)f me n. (x)dx = Âµi , i = 1,...,n. Alejandro Zarzo, U.P.M. MaxEnt, July 2006.










 














×
Report A DEFLATION ALGORITHM FOR THE BLIND ... - CiteSeerX





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



