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Abstract In this paper, we propose a query by string word spotting system able to extract arbitrary keywords in handwritten documents, taking both segmentation and recognition decisions at the line level. The system relies on the combination of a HMM line model made of keyword and non-keyword (filler) models, with a deep neural network (DNN) that estimates the statedependent observation probabilities. Experiments are carried out on RIMES database, an unconstrained handwritten document database that is used for benchmarking different handwriting recognition tasks. The obtained results show the superiority of the proposed framework over the classical GMM-HMM and standard HMM hybrid architectures. Keywords Handwriting Recognition · Keyword Spotting · Hidden Markov Models · Deep neural network · Hybrid Deep architecture · DNN HMM



1 Introduction Recently, several systems for spotting words in unconstrained handwritten documents have been developed [1–7]. Such word spotting systems aim at detecting and recognizing the queried words in document images. They can be applied simply for querying textual handwritten documents, but such systems may also be a component for indexing handwritten document databases by spotting the multiple keywords on which indexation is perC. Chatelain INSA-Rouen LITIS EA 4108 Tel.: +33-23-2955210 Fax.: +33-23-2955022 E-mail: [email protected]



formed, following the popular bag of word indexation scheme [8]. Formally, one can distinguish word spotting approaches and keyword spotting approaches. The former aims at detecting a single word in a collection of document images in order to retrieve the subset of document images that contain this specific word. On the contrary, the latter aims at detecting, in a single document, a set of informative words that allow to predict its content or its category using the popular bag of words paradigm for example. These later approaches are used for automatic document categorisation [8, 9] for which a reduced lexicon of keywords is needed so as to discriminate between a set of predefined categories of documents. In the literature, most of the word spotting approaches follow the former approach [1–7], but very few of them are designed for multiple keywords spotting [8, 10]. Even if the two tasks (word spotting vs. keyword spotting) are used in a different context, they rely on the same handwriting detection/recognition methods and both can be used to perform a quick, writer-independent detection and identification of words in document images. Word spotting approaches proposed in the literature fall into the two following categories. On one hand, image based methods, also known as ”query-by-example”, operate through the image representation of the words [1, 11–13]. On the other hand, recognition based methods, or ”query-by-string” methods, operate with an ASCII representation of the keywords [2, 4, 8, 6]. The first approach has the major drawback to be writer-dependent since it is based on a matching distance between the query image and the word images in the document. It is therefore limited to single writer applications and cannot be used for content-based document categorization. On the contrary, recognition based approaches are not limited to a single writer, but this is obtained at
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the expense of a more complex matching process, derived from conventional handwriting recognition methods. They are thus suitable for either document image retrieval or document image categorization. Recognition-based word spotting approaches have to deal with four main issues: text line detection, text line segmentation into words, word recognition, and rejection of word hypotheses that do not match the query. A first strategy is based on the sequential application of these four steps, as in [4]. In this work, text lines are segmented into words using heuristics and a distance criterion, then words are recognized, and finally word hypotheses are spotted using normalized scores. The major drawback of this strategy is that the word segmentation errors are often irreversible, and will therefore affect significantly the recognition performance. Moreover, the approach presented in [4] is holistic, so the system is not able to spot words that are not present in the training set. Also, the decision rule to accept or reject a word hypothesis, which is the core of the approach, is difficult to design as it is data-dependent. A second strategy performs every steps in one single global dynamic programing based optimization process that carry out segmentation/recognition/rejection decisions at the line level, using a line model able to describe both the keywords and the non-keywords [7, 10, 14]. In [7], a line-based HMM word spotting system is applied to handwritten documents 1 . The approach is based on a line model made of a left and right ”filler” model surrounding the keyword model. Line decoding based on Viterbi dynamic programing is performed twice: with and without the keyword, leading to two recognition scores. The likelihood ratio of the two scores allows to decide whether the line contains the keyword or not. The main drawback of this approach is its limited local discriminative abilities as the Gaussian mixture model used to compute emission probabilities is trained in a non-discriminative way. However, it has been shown that embedding a discriminative stage in HMM model can significantly improve the recognition performance. Discrimination between models can be introduced using either discriminative training [15–17], or by replacing the GMM classifier by a discriminative classifier such as a SVM [18, 19] or a neural network [20–22]. In this study, we propose to combine the modeling ability of HMMs with the discriminative ability of a deep neural network architectures in order to design an efficient ”query by string” spotting system that will operate at the line level. This is an extension of our preliminary work [Hidden ref] 1 An extension of this approach has been proposed in [6], where the HMM is replaced by a combination of a LSTM neural network with a CTC algorithm.
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, where the fully generative GMM-HMM architecture is now replaced by the hybrid deep HMM architecture that significantly improves the performance. We also provide a comparison between pure HMM, standard hybrid MLP HMM and deep HMM approaches, using different feature sets and larger lexicon sizes. We finally show that the deep HMM architecture provides the best results, while avoiding the tedious design of an efficient handcrafted feature set dedicated to handwritten word recognition. When compared with previous word spotting systems, our approach exhibits several advantages. Firstly, the system is lexicon-free, i.e., it is not restricted to spot some specific keywords for which the system is tuned during a preliminary training stage, but it can rather spot any arbitrary keywords. Secondly, the system is segmentation-free, i.e., text lines are not required to be segmented into words. Thirdly, it embeds a discriminative classifier which outperforms the standard Gaussian mixture model. Fourthly, the system is able to learn some discriminative features from the raw data. To the best of our knowledge, it is the first time such hybrid HMM / DNN architecture is applied on a handwriting recognition task. Such a deep HMM architecture benefits from both modeling and discriminative skills of these two models. We show on the French public incoming mail RIMES database [23] that this deep HMM architecture significantly improves the keyword spotting results when compared with the pure HMM model. In addition, the system is able to spot multiple keywords at a time through a competitive modeling of keywords by introducing a lexicon of keyword in the model. This is a way to cope with the limitation of several keyword-spotting approaches, especially the one presented in [7], which is only able to spot one keyword at a time. To spot multiple keywords, [7] proposes to iterate the spotting process for each keyword of the keyword lexicon, but the authors do not discuss how to solve conflicts when two detected keywords overlap. This paper is organized as follows. We introduce our generic statistical text line model in Section 2. In Section 3, we describe the deep HMM architecture. An overview of the whole system is described in Section 4. In Section 5, we report the evaluation of our system on a multiple keywords spotting task. Conclusion and future works are given in Section 6.



2 A generic text line discriminative model for multiple keywords spotting A keyword spotting system should be able to detect the position of each occurrence of a keyword in a document
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tion (namely Out of Keyword Lexicon (OKL) word sequences and noise). In order to depict a line of text as a sequence of keywords and irrelevant information, a space model must also be integrated in the model.



Fig. 2 Global line model containing the keywords lexicon KL (upper part), and the filler model used for modeling everything else (Out of Keyword Lexicon OKL, on the lower part). The line model is also made of a space model (”SP”), and structural initial and final models (”Ei” and ”Ef”). Fig. 1 Expected result for the spotting of the word ”commande” in a french handwritten mail.



image, as depicted on Figure 1. Keyword spotting systems rely on the analysis of text lines, in order to decide whether it contains the searched keyword or not. As already mentioned in the introduction, we believe that the segmentation of the text lines into words cannot be reliable enough without recognition, and that a global segmentation/recognition decision should be taken at the line level. A successful strategy in the literature consists in building a text line model in order to allow recognition driven segmentation. For example, in [7, 14], a text line model composed of the keyword model surrounded by a filler model is proposed. Line decoding is performed twice, with the text line model and with the filler model, leading to two likelihood scores. Their ratio is used as a decision score compared to a threshold, in order to decide whether a keyword is present or not. In [24], the authors also use a text line model made of the keyword, a ”left-extraneous model” and a ”right-extraneous model” to spot street names in lines of postal addresses. Once again, the extraneous models act as filler models describing any sequence of characters. The decision is also taken by comparing the global line score to a threshold after normalization. As we want to spot multiple keywords in one shot, the model should integrate the keyword lexicon, as well as a filler model able to model the irrelevant informa-



Figure 2 represents our model for modeling the two kinds of information that can be encountered within a text line. The Keyword Lexicon (KL) is represented in the upper part of the scheme. It is a parallel model of keywords represented as character sequences that are equally likely to occur in the text. The irrelevant information is represented in the lower part of the Figure. It is used to model any word that does not belong to the Keyword Lexicon, namely the Out of Keyword Lexicon (OKL). It is an ergodic model that accounts for any sequence of alphanumeric characters, including uppercase and lowercase letters, digits and punctuation. Keywords in KL may occur with a lower frequency than words in OKL. This is why the two models compete in parallel in the line model, with parameter G standing for the proportion of relevant information that can appear in the text. Finally, the line model concatenates any KL or OKL words with a white space model before going to the next possible word in the line through the loopy backward transition. The model loops until the end of line is reached. Let us emphasize that as the model simulates a competition between the OKL and each word of the KL, it prevents from the conflicts that may occur between two keywords, or between a keyword and the OKL. It also avoids the use of numerous thresholds for accepting/rejecting the keywords hypotheses. The setting of parameter G is discussed in Section 5.2 As one can see, the handwritten modeling is text line oriented, and fits particularly well with the gen-
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erative modeling of Hidden Markov Models (HMM). Indeed, HMM are a well known and established probabilistic tool in sequence modeling [25]. Thanks to an efficient embedded learning through Baum-Welch algorithm, HMM have been widely used for the recognition of handwritten words [26] or sentences [9]. However, despite its appealing generative modeling ability, HMM suffers from a poor discrimination ability at the local frame level. Indeed, the local likelihood P (o|qi ) that stands for the emission probability of observation o when the model is in state qi is modelled using Gaussian Mixture Models (GMM) that are learned in a generative way. As a consequence, GMM of several states may overlap and are not trained to discriminate between these states. Furthermore, estimating a GMM in high dimension requires a huge amount of training data and one generally limits the dimension of the feature space to prevent from this difficulty. To overcome these limitations, many works have successfully proposed to replace the GMM by a discriminative classifier, most of the time a neural network [20–22, 27, 28], but SVM have also been proposed [29]. In this paper, we propose to replace the generative stage of HMM by a discriminative stage based on a deep neural network (DNN). This kind of architecture has recently been applied for speech recognition in [30, 31] and has shown good performance. As depicted on Figure 2, two kinds of information must be learnt: the character models (black circles) and the transition probabilities between them (black and grey arrows). Transition probabilities between characters of the KL model are all equal to one as they stand for a lexicon driven recognition. Transition probabilities of the OKL model must be set to build a shallow language model that stands for a lexicon free recognition. Therefore, they are learnt from a general large lexicon. Character models are hybrid left-right DNN-HMM models, where the DNN provides a posteriori probabilities P (qi |o) that the frame belongs to the HMM state qi . They require a discriminative training stage on locally labeled data (at the frame level) for the DNN part, while state transition probabilities can be learnt as it is the case for standard HMM using the Baum-Welch algorithm. The main difficulty in training a DNN architecture is to provide a labeled training data at the frame level. This is discussed further in the next section.



3 The deep HMM architecture Let us consider an observation sequence O = {o1 . . . oT } of length T , extracted from a line of text L, whatever the nature of the information encoded (a continuous
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feature vector sequence or simply a sequence of sub images with white and black pixels as will be described further). Let us denote Lopt the optimal sequence of labels (KL words and OKL words), that can be associated to O. It can be computed thanks to the equation 1: Lopt = arg max{P (L|O)} L   P (O|L)P (L) = arg max P (O) L = arg max{P (O|L)P (L)}



(1) (2) (3)



L



where P (O|L) is the probability of a sequence of observations O given the sequence of words L. Even if P (O) is difficult to compute, it is constant and thus does not affect the search of the best state sequence and can be removed from the computation. In equation 3, P (L) is the prior probability of a word sequence. We assume equal priors for every word sequence, and therefore P (L) can be ignored. Let us assume that L contains N character sequences Kn belonging to KL, M character sequences Wm belonging to OKL, and P spaces S. Then Lopt can be found by maximizing over all segmentation/recognition path hypotheses: ( Lopt = arg max GN ×



N Y



P (On |Kn ) × (1 − G)M



n=1



×



M Y



P (Om |Wm ) ×



m=1



P Y



) P (Op |S)



(4)



p=1



where each P (O|K) (respectively P (On |Kn ), P (Om |Wm ) and P (Op |Sp )) stands for the likelihood of observing the frame sequence O (resp. On , Om and Op ) knowing the character sequence K (resp. Kn , Wm and S). In an HMM framework, these likelihoods are computed at the frame level using the Markov assumption:



P (O|K) =



T Y



P (ot |qi )P (qi |qi−1 )



(5)



t=1



where {qi } are the states involved in the character sequence K, and T is the number of frames. Finally, finding the best character sequence Lopt is performed using the Time Synchronous Beam Search algorithm presented in [32], by maximizing over the whole line the quantity P (O|L)P (L). It depends on: – the model and the a priori information, i.e. the G parameter and the lexicon constraints modelled by the transition probabilities between states P (qi |qi−1 );
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– the local discrimination ability of the system P (ot |qi ). In order to find the best character sequence, one needs to estimate the local likelihood quantities P (ot |qi ). A statistical classifier such as a neural network for example generally provides a posteriori probabilities P (qi |oy ) and the Bayes law is applied to rescale its outputs into (ot ) local likelihood: P (ot |qi ) = P (qi |oPt(q)×P . During recogi) nition, the term P (ot ) is a constant for all classes and does not change the classification, it can be omited for every qi . Finally, the scaled likelihood PP(q(qi |oi )t ) can be used as an emission probability for the HMM. 3.1 Discriminative deep architecture Let us recall that discriminative deep architectures [33] have proven to achieve very high performance on various applications such as digit recognition [34, 35], audio classification [36], or action recognition [37]. They are based on the (old) idea that training a neural network with many hidden layers is a good way to (i) handle high dimensional input, and (ii) estimate complex decision boundaries between classes. The novelty lies in the way the hidden layers are trained. Indeed, when using the standard back-propagation algorithm on many layers, the energy of the errors is too weak to train the whole network [38]. This issue is also known as ”the vanishing gradient”. Therefore, for training a deep neural network with Λ-hidden layer, a two-step training has been proposed [33, 38, 39]: - The first Λ−1 hidden layers are sequentially trained in an unsupervised way. Each layer is fed by the output of the previous layer and is trained as an auto-associator 2 . These layers are called model layers, while their training is called pre-training. Taking raw data as input, a high level representation of the data can be obtained at the output of the top layer. This pre-training process can be considered to be an automatic feature extraction process [38]. - Then the last layer (called decision layer ) is added to the network. It is trained by unlocking all the parameters of the model layers and performing supervised gradient back-propagation on the whole network. This operation allows to learn the discriminant decision function, and is known as fine-tuning. 3.1.1 Definition of the network More formally, let us define a deep network containing Λ layers, where each layer computes its outputs Hλ , 2



Note that a Restricted Boltzman Machine (RBM) can also be used, in this case they are called Deep Belief Networks [33].



Fig. 3 left: A standard MLP with one hidden layer and one output layer. right: A Deep Neural Network, with Λ − 1 model layers (trained in an unsupervised way) and a final decision layer (trained in a supervised way).



λ ∈ {1, . . . , Λ}. The first layer is fed with the input, while the last layer computes the output of the network HΛ . Let {N 1 , . . . , N λ , . . . , N Λ } denote the number of neurons of each layer. Each layer computes the vector output Hλ = {hλi }, ∀λ ∈ {1, . . . , Λ}, i ∈ {1, . . . , N λ } , where hλi denotes the output of the ith neuron of layer λ, which is computed using the following equation: 



λ−1 NX



hλi = f λ 



 



 λ−1



λ wi,j . hj







∀i ∈ {1, . . . , N λ }



j=0



(6) λ where wi,j ∈ R are the weights, and f λ is a non-linear activation function over the weighted sum: typically a sigmoid function for the Λ − 1 first layers, and a softmax function for the last layer, so that the outputs sum to one and can approximate a posteriori probabilities. λ Note that wi,0 is the bias associated to the ith neuron of layer λ through a fictitious input hλ−1 = 1. 0 The deep network computes iteratively from layer 1 to layer λ the equation 6 that can be rewritten at the layer level using matrices as:



Hλ = f λ ( Wλ . Hλ−1 ) ∀λ ∈ {1, . . . , Λ} , λ



λ−1



(7)



λ where Wλ = {wi,j } ∈ RN ×N is the matrix of parameters to be learnt. Note that the model layers and the decision layers compute the same quantities, they only differ by the way they are learnt. Let us now described the two-stage training procedure of the DNN.
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3.1.2 Training the model layers The auto-encoder framework allows to learn non linear feature extractors in an unsupervised way. It learns an encoder function e, that maps an input x to a hidden representation e(x), and a decoder function d, that maps back e to the input space as x ˆ = d(e(x)). The estimation x ˆ is the reconstruction of x through the layer. The encoder and decoder parameters are learnt to minimize a reconstruction error on the training set, similarly to the training of an MLP using back-propagation of the error. Once trained, the encoder function e is stacked as a new model layer in the deep architecture, while the decoder function d is eliminated from the network. The output of the new stacked layer is fed at the input of a new auto-encoder of the next new layer. Many layers can be stacked, like in Fig. (4), depending on the complexity of the input space.
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implemented using various HMM architectures: a standard GMM-HMM system, an hybrid MLP-HMM, and the DNN-HMM. In the following sections we will provide the details of the processing steps: line segmentation, pre-processing, feature extraction and training of the models.



4.1 Line segmentation The line segmentation process is an important and difficult task, mainly due to variable skew angle along the document or even along the text line, and adjacent text lines. We have implemented a line segmentation method based on a connected component analysis (see [8] for details).



4.2 Pre-processing



Pre-processing is applied to text line images in order to eliminate noise and to ease the feature extraction 3.1.3 Training the DNN-HMM combination procedure. In an ideal handwriting model, the words are supposed to be written horizontally and with ascenThe DNN and HMM models have to be learnt so that the DNN provides the emission probabilities to the HMM. ders and descenders aligned along the vertical direction. In real data, such conditions are rarely respected. We Training a neural network-HMM combination can be use skew and slant correction so as to normalize the performed either using joint-training [27, 28, 22], or intext line image [42] (See Figures 5 and 6). A contour dependently. Joint training iteratively refines the objecsmoothing is then applied to eliminate small blobs on tives of the DNN during the training of the HMM, as the contour. EM algorithm does for GMM. The independent training scheme first trains a standard HMM-GMM model, and then trains the neural network using the frame label derived from a Viterbi forced alignment on the character sequence ground truth using the trained HMM-GMM Fig. 5 Deskew correction character models. In any case, the a posteriori probabilities are divided by the prior state probabilities in order to be rescaled into likelihoods. Note that some variants have also been proposed such as the tandem training [40,41], where the outputs of a neural network are used as features on which a standard GMM-HMM is learnt. Training a DNN requires many more iterations than training a HMM, therefore in this work the two models have been trained independently. Once the DNN and Fig. 6 Deslant correction HMM have been trained, a few joint-training iterations have been performed, but no significant improvement was observed. 4.3 Feature extraction 4 Word-spotting system overview We now describe the whole keyword spotting system. Its input is a document image, in which the set of keywords is spotted, while the output is the location hypotheses of each keyword in the document. It has been



Each text line image is divided into vertical overlapping windows called frames. For the DNN based system, the pixels of the frames are directly taken as inputs, whereas, for GMM-HMM and MLP-HMM based systems, a feature vector is computed for each frame.
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Fig. 4 (i) An auto-associator (e, d) is learnt on the input x. The encoder function e has been stacked to produce a hidden representation ˆ 1 . (iii) This process H1 of the data, while d is dropped. (ii) A new auto-associator is then learnt on the hidden units H1 to produce H is repeated to get a compressed representation of the data. (iv) At last, a decision layer is added and a standard supervised gradient back-propagation is applied on the whole network.



This is because GMM models cannot cope with high dimensional binary data. The feature set is inspired by [43], and has shown its efficiency in the 2009 ICDAR word recognition competition [26]. It is based on density and concavity features. It is made of 26 features: – 9 are baseline independent (for instance: black pixels density in the window and in every column of this window, position of the writing pixels) – 17 are baseline dependent (for instance: black pixel density upon and under baselines, local pixels configurations regarding baselines, ...) 4.4 Models training In this study, an independent training of the HMM and the DNN has been carried out, as discussed in section 3.1.3. The HMM training has been performed in a traditional way. We have considered Nc = 71 characters models: 26 lower case letters, 26 capital letters, 10 digits, a space model, accented letters (´e, `e, ˆe, ` a) and punctuation marks (.,’, -, /) in order to model the lines of text. All these character models have been trained with a standard GMM/HMM embedded training at the line level using each text line image generated from the ground truth location of the words in the document.



The hyper-parameters of the HMM have been experimentally determined in order to maximize the word recognition rate on a validation dataset. We found that the best combination of parameters was Ns = 4 states per character and 5 gaussians per state, and that the best frame window width was Np = 8 pixels with an overlapping factor of Nr = 5 pixels. We now provide the implementation details for training the networks, and especially the DNN architecture. Our implementations were carried out on a standard desktop computer using the Theano library [44]. Data preparation: The networks have to be trained so as to provide a posteriori probabilities of each character model state. A frame-labeled training database is therefore needed. It is build using a forced Viterbi alignment of the character sequence groundtruth on the image using a first GMM/HMM trained on the database. This frame labeling of the learning document dataset has led to more than one million frames. The training of the network requires a huge amount of memory as it needs to store the network weights and the training samples. Therefore, the number of training samples has been limited to approximately 340.000 frames in order to make training affordable on standard desktop computer. A common training issue with neural networks is that rare classes in the training dataset (’z’, ’w’, ’k’ for
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Fig. 7 The DNN-432 architecture. The raw pixels from 54 × 8 pixels frames are taken directly as inputs. 3 model layers (resp. 400, 350 and 300 neurons) provide a high level representation of the data, while the last layer outputs the posteriors p(qi |o) for each of the 284 classes.



example for the french language) tend to be excluded from the network output decisions. To avoid this problem, the classes have been balanced to 1.200 samples per class. For classes with less than 1.200 samples, random duplication of samples was performed. Features: The MLP and DNN have been trained using the same feature set as for GMM (26 features), and using a contextual feature set made of the features from three consecutive frames (3 × 26 = 78 features). The DNN has also been trained directly on pixels values from the whole frame, leading to a 54-pixels height × 8-pixel width = 432 feature set 3 , in order to evaluate its ability to learn high level features from raw data. This configuration is illustrated on Figure 7. These networks are called thereafter DNN-26, DNN-78 and DNN-432, MLP-26 and MLP-78. The number of outputs of each network is the number of states of the HMM. Sizing the networks: Optimizing the DNN architecture is not an easy task due to the lack of theoretical rules to set the hyper-parameters: number of hidden layers, and number of neurons for each hidden layer. The parameters are optimized by maximizing the word recognition rate of the whole system (network + HMM) over the RIMES 2009 word validation dataset (7000 words). Regarding the choice of the optimal size of the network, several attempts have been made according to some experimental results found in the literature. The number of hidden layers of each DNN has been set to 3 as proposed in [45]. We have also tested deeper architectures with 4 and 5 hidden layers, but the training was much longer, without any significant improvement of the error on the validation dataset. Therefore, we have 3



A vertical scaling procedure is applied to normalize the height of the text line image to h = 54.



kept for the remaining experiments a 3-hidden layer network. The tuning of the number of neurons in the hidden layers is also difficult. In [46], three different strategies have been tested for recognizing handwritten digits from the MNIST database: the three architectures have increasing / constant / decreasing layer sizes from the bottom to the top layers, and the best results were obtained with layers of same size. We did not performed an extensive search, but for our problem the best results were achieved for a decreasing number of neurons (or increasing when the number of outputs is higher than the number of inputs, as it is the case for DNN-26 and DNN-78). Finally, Table 1 shows the set of optimal hyperparameters for a three hidden layers network. Network



N 0 (inputs)



N1



N2



N3



N 4 (outputs)



DNN-26 DNN-78 DNN-432 MLP-26 MLP-78



26 78 432 26 78



200 200 400 155 181



225 225 350 ∅ ∅



250 250 300 ∅ ∅



284 284 284 284 284



Table 1 Number of neurons N i for each hidden layer hi for the three DNN and the two MLP: DNN-26 and MLP-26 are trained on the 26 features set, DNN-78 and MLP78 are trained on 3*26 features set over frames at t − 1, t and t + 1, and DNN-432 is trained on the raw pixels. The number of outputs of each network is the number of states of the HMM: 4 states * 71 characters = 284.



Gradient parameters: Deep architectures have also a set of parameters controlling the training phase of the network, namely the weight decay parameter η and the stopping criterion. We classically used a weight decay that decreases with the number of iterations [46] according to the following equation : ηn =



η0 n×



η0 10



+1



where ηn is the weight decay at iteration n, and η0 is the initial weight decay, set to 0.001. We have used a common stopping criterion that consists in evaluating the mean square error between the outputs of the network and its target (resp. itself for the model layers). Training is stopped when the error is lower than an ε value. Concerning the stopping criterion devoted to the model layers, we have observed in our experiments that ε should not be too low in order to limit the overfitting of the model layers. A value of 0.01 has been retained4 . 4



An alternative to this strategy is to use a small ε, with a maximum number of iterations, as it is the case in [45]
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For the fine tuning (final backpropagation applied to the whole network), a very small improving ratio is more suitable, to prevent from stopping the training too early. An ε = 0.0001 has been chosen, coupled with a validation procedure to retain the best network.



5 Experiments and results In order to compare the performance of our approach, several spotting systems have been evaluated: standard GMM-HMM, hybrid MLP-HMM, and DNN-HMM. These systems have been trained on the public RIMES database. We evaluate our approach on a multiple keywords spotting task.



5.1 RIMES database The RIMES database includes 1150 french incoming mails (see Figure 8) from different writers [23], as well as 36000 annotated isolated words extracted from these mails. As the coordinates of the words inside the mail images were not available, we have recovered them using a simple pattern matching method. For our experiments, 950 mails have been used for training, 100 documents for validation and 100 for test.



5.2 Experimental protocol In order to evaluate the keyword spotting system in a database of D documents, we compute recall and precision measures. Different operating points are obtained by balancing the competition between relevant and irrelevant information in the model through the variation of the hyper-parameter G (see Figure 2). It enables to describe a whole recall/precision curve: a value of G close to 1 gives an advantage to the relevant information at the expense of the rejection model and thus will favor recall against precision. On the contrary, values of G close to 0 will favor precision. From an applicative point of view, the user of the system may choose the suitable value of G given its application constraints.



Given a document d, let N (d) be the number of keywords to spot, Nok (d) be the number of correctly spotted keywords in this document, and Nf d (d) the number of false detections. Recall and precision means (respectively Rmean and Pmean ) for a whole database containing D documents are computed as follows (equations 8



Fig. 8 Incoming mails from RIMES database [23].



and 9): Rmean = Pmean =



1 X Nok (d) D N (d) d X 1 Nok (d) D



d



Nok (d) + Nf d (d)



(8) (9)
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Computing statistically significant recalls and precisions requires to have enough keywords to spot in a document database. However, we have observed that the most frequent words do not exceed a few occurrences in the whole database. Therefore, spotting a lexicon of L keywords over the database would lead to a too small N (d) value to correctly estimate recall and precision. For that reason, we have turned towards the use of a document-based protocol. The experimental protocol is the following: a Lkeyword lexicon is generated by picking up randomly 10 words among the words of the document to spot in. Small words with less than 5 characters are discarded. These 10 keywords are completed with L − 10 words which are not present in the current document under study.
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Fig. 10 Recall-precision results for all combinations with a 100keyword lexicon size.



5.3 Multiple keywords spotting results We present the spotting performance for three different keyword lexicon sizes: 10, 100 and 500. Figures 9,10 and 11 show the recall-precision results for a lexicon containing respectively 10, 100 and 500 keywords.



Fig. 11 Recall-precision results for all combinations with a 500keyword lexicon size.



as expected, spotting a single word leads to better retrieval results. Lexicon size Fig. 9 Recall-precision results for all combinations with a 10keyword lexicon size.



A first comparison between the different systems show that the deep HMM system clearly outperforms the other classifiers, whatever the value of G. These experiments show that the behavior of the system is the same whatever the lexicon size: the neural based discrimination always provides better results than GMM. The deep HMM system provides the best results if used directly with raw pixels. A more compact presentation of our results is given in Table 2 for each system through the classical break even point evaluation measure corresponding to the operating point where Recall = Precision. The first column (lexicon size = 1) shows that



GMM MLP-26 DNN-26 MLP-78 DNN-78 DNN-432



1



10



100



500



68.7 70.4 71.9 54.6 74.0 75.8



57,5 60,6 61,8 62,7 64,1 65,8



50,9 53,9 55,2 55,5 56,3 57,5



28,2 37,6 39,7 39,9 41,0 42,4



Table 2 Break even point for different keyword lexicon sizes, for all the systems.



Note that a simple MLP used with some context (previous and next frames) also performs well. As a conclusion, one can say that the deep architecture is not only able to handle high dimensional inputs, but is also able to learn smart discriminating features that provide better results than a dedicated feature set. An
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expected result is the behavior of the system when the lexicon size increases: the system performance decrease as the lexicon size increases since more false alarms are generated. A more remarkable result is that the system performance don’t fall down when using a 500-word lexicon, allowing an efficient content-based categorization of document images, as shown on [8].
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representation of the relevant and the irrelevant information. As we model an entire line of text, a global segmentation/recognition/rejection decision is taken at the line level, avoiding the word segmentation problems. In order to strongly discriminate the local information, an efficient deep neural network has been introduced. The decoding stage of the proposed framework is vocabulary-independent, meaning that the keyword lexicon is independent of the training process and can be set given the application needs. Results on the RIMES database illustrate the power of the combination scheme. The best results are obtained with the deep architecture trained on raw data, which demonstrates the ability of this architecture to automatically infer high level representation of handwriting. Future works might investigate alternative learning strategies, such as HMM discriminative learning or Conditional Random Fields (CRF), to propose a fully discriminant method, from the input data to the sequence label. Knowing the language of the documents, possible improvement might also result in the use of language models in order to enhance the performance. Regarding the target application, the proposed approach could also be extended to the search for regular expressions including joker characters ’ ?’ and ’?’, for example by searching for the sequence ”canc?” in order to spot any of the words ”cancel”, ”cancellation” or ”cancelled”. We believe it could be of interest for applications such as automatic document categorization or indexation.
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