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ement field F which is selected with respect to the number of network sinks [4] ... faster than the random method of [4] with the same complexity order ... Reinforcement Learning (RL) [6] is a reward-punishment ... Each trial is named an episode. 
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A Decentralized Approach to Network Coding Based on Learning Mohammad Jabbarihagh, Farshad Lahouti Wireless Multimedia Communications Laboratory School of ECE, University of Tehran [email protected], [email protected] Abstract—Network coding is used to efficiently transmit information in a network from source nodes to sink nodes through intermediate nodes. It has been shown that linear coding is sufficient to achieve the multicast network capacity. In this paper, we introduce a method to design capacity achieving network codes based on reinforcement learning and makes using the market theory concepts. We demonstrate that the proposed algorithm is decentralized and polynomial time complex; while it constructs the codes much faster than other random methods with the same complexity order, especially in large networks with small field sizes. Furthermore, the proposed algorithm is robust to link failures and is used to reduce the number of encoding nodes in the network.1



I. I NTRODUCTION Consider an acyclic directed graph G = (N, E) in which N is the set of nodes that include the source nodes, the intermediate nodes and the sink nodes. E indicates the edges of the network, which are directed, error-free and can transmit one symbol in each transmission. The task is to multi-cast a common information from the source nodes to the sink nodes through intermediate nodes. The sources can be independent or linearly correlated. The transmitting symbols are the elements of a finite element field F which is selected with respect to the number of network sinks [4]. The network capacity h is given by the Max-flow Min-cut Theorem [1] and indicates the maximum number of simultaneously transmittable symbols from the source nodes to the sink nodes. Ahlswede et al. [1] show that the network capacity given by the Max-flow Min-Cut theorem is achievable with network coding. Li et al. [2] show that linear network coding can be used to multicast symbols at a rate equal to network capacity. Koetter and Medard [3] introduce an algebraic framework for linear coding and present a polynomial time algorithm to verify a constructed network code. Ho et al. [4] used this framework to show that linear network codes can be efficiently constructed by employing a randomized algorithm. Jaggi et al. [5] proposed a centralized polynomial time algorithm for constructing network codes based on deterministic algorithms and a random search. Lehman and Lehman [7] presented bounds on the coding field size. Fragouli et al. [8] derive code design algorithms for networks based on the graph coloring techniques. 1 This work is supported by Iran Telecommunications Research Center (ITRC).



In this paper, we introduce a new efficient method based on reinforcement learning to construct linear network codes, referred to as the Reinforcement Learning Network Code (RLNC) design. We will make use of the market theory concepts in the learning section of the algorithm. The learning approach results in a smart random search and we demonstrate that the proposed algorithm is decentralized, and polynomial time complex. The RLNC algorithm constructs network codes faster than the random method of [4] with the same complexity order, especially in large networks with small field sizes. It is also shown that the algorithm can re-construct the network code in the presence of link failures with a small complexity and without previously being aware of error patterns even in very large networks. Further extension to achieve the objective of decreasing the number of encoding nodes in a network is discussed. II. R EINFORCEMENT L EARNING FOR N ETWORK C ODING A. Overview Reinforcement Learning (RL) [6] is a reward-punishment based training method. In RL, the system tries different possible actions and for each of them receives a reward or punishment. Considering the history of rewards and punishments of each action, after sufficient number of trials the system learns the appropriate actions. As a result it can set a policy to choose actions in order to get the maximum reward. The RL method is modeled based on a Markov Decision Process (MDP). Each state has actions which transfers the system to other states. The goal of RL is to find proper actions in each state to get maximum reward. RL is used in different problems, such as robot training, maze problems [6] and routing in wireless networks [9]. B. Q-learning Q-Learning [6][10], as a Monte Carlo technique, is one of the oldest approaches to Reinforcement Learning. Q-Learning deals with states, rewards, punishments, policy and a Q-table. The current state st is the system state at time t. Actions relate states to each other. Choosing an action at st will direct the system to the next state st+1 . The rewards and punishments are feedbacks which the algorithm uses to improve the system performance. The policy π is the action selection plan and dictates which action should be chosen in each state. The Q-table stores the information about



the goodness of the actions for all states. This is done by maintaining the Q-values Q(s, a) for each state-action pair, which approximates the total reward received if in the state s system chooses the action a. Q(s, a) is updated every time the action a is chosen in the state s. The update rule is: Q(s, a) ← Q(s, a) + α[r + γ max Q(s0 , a) − Q(s, a)], (1) a



in which, s and a are the current state and the action, s0 is the next state, α is the learning rate, γ is the discount factor and r is reward or punishment. The value of γ (0 
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