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With the advent of powerful computing tools and numerous advances in mathematics, computer science and cryptography, algorithmic number theory has become an important subject in its own right. Both external and interna1 pressures gave a powerful impetus to the development of more powerful algorithms. These in turn led to a large number of spectacular breakthroughs. To mention but a few, the LLL algorithm which has a wide range of applications, including real world applications to integer programming, primality testing and factoring algorithms, sub-exponential class group and regulator algorithms, etc . . . Several books exist which treat parts of this subject. (It is essentially impossible for an author to keep up with the rapid Pace of progress in al1 areas of this subject.) Each book emphasizes a different area, corresponding t o the author's tastes and interests. The most famous, but unfortunately the oldest, is Knuth's Art of Computer Programming, especially Chapter 4. The present book has two goals. First, to give a reasonably comprehensive introductory course in computational number theory. In particular, although we study some subjects in great detail, others are only mentioned, but with suitable pointers to the literature. Hence, we hope that this book can serve as a first course on the subject. A natural sequel would be to study more specialized subjects in the existing literature. The prerequisites for reading this book are contained in introductory texts in number theory such as Hardy and Wright [H-W] and Borevitch and Shafarevitch [Bo-Sh]. The reader also needs some feeling or taste for algorithms and their implementation. To make the book as self-contained as possible, the main definitions are given when necessary. However, it would be more reasonable for the reader to first acquire some basic knowledge of the subject before studying the algorithmic part. On the other hand, algorithms often give natural proofs of important results, and this nicely complements the more theoretical proofs which may be given in other books. The second goal of this course is practicality. The author's primary intentions were not only to give fundamental and interesting algorithms, but also to concentrate on practical aspects of the implementation of these algorithms. Indeed, the theory of algorithms being not only fascinating but rich, can be (somewhat arbitrarily) split up into four closely related parts. The first is the discovery of new algorithms to solve particular problems. The second is the detailed mathematical analysis of these algorithms. This is usually quite
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IX



mathematical in nature, and quite often intractable, although the algorithms seem to perform rather well in practice. The third task is to study the complexity of the problem. This is where notions of fundamental importance in complexity theory such as NP-completeness come in. The last task, which some may consider the least noble of the four, is to actually implement the algorithms. But this task is of course as essential as the others for the actual resolution of the problem. In this book we give the algorithms, the mathematical analysis and in some cases the complexity, without proofs in some cases, especially when it suffices to look at the existing literature such as Knuth's book. On the other hand, we have usually tried as carefully as we could, to give the algorithms in a ready to program form-in as optimized a form as possible. This has the drawback that some algorithms are unnecessarily clumsy (this is unavoidable if one optimizes), but has the great advantage that a casual user of these algorithms can simply take them as written and program them in his/her favorite programming language. In fact, the author himself has implemented almost al1 the algorithms of this book in the number theory package PARI (see Appendix A). The approach used here as well as the style of presentation of the algorithms is similar to that of Knuth (analysis of algorithms excepted), and is also similar in spirit to the book of Press et al [PFTV] Numerical Reczpes ( i n Fortran, Pascal or C), although the subject matter is completely different. For the practicality criterion to be compatible with a book of reasonable size, some compromises had to be made. In particular, on the mathematical side, many proofs are not given, especially when they can easily be found in the literature. F'rom the computer science side, essentially no complexity results are proved, although the important ones are stated. The book is organized as follows. The first chapter gives the fundamental algorithms that are constantly used in number theory, in particular algorithms connected with powering modulo N and with the Euclidean algorithm. Many number-theoretic problems require algorithms from linear algebra over a field or over Z. This is the subject matter of Chapter 2. The highlights of this chapter are the Hermite and Smith normal forms, and the fundamental LLL algorithm. In Chapter 3 we explain in great detail the Berlekamp-Cantor-Zassenhaus methods used to factor polynomials over finite fields and over Q, and we also give an algorithm for finding al1 the complex roots of a polynomial. Chapter 4 gives an introduction to the algorithmic techniques used in number fields, and the basic definitions and results about algebraic numbers and number fields. The highlights of these chapters are the use of the Hermite Normal Form representation of modules and ideals, an algorithm due to Diaz y Diaz and the author for finding "simple" polynomials defining a number field, and the subfield and field isomorphism problems.
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Quadratic fields provide an excellent testing and training ground for the techniques of algorithmic number theory (and for algebraic number theory in general). This is because although they can easily be generated, many non-trivial problems exist, most of which are unsolved (are there infinitely many real quadratic fields with class number l?).They are studied in great detail in Chapter 5. In particular, this chapter includes recent advances on the efficient computation in class groups of quadratic fields (Shanks's NUCOMP as modified by Atkin), and sub-exponential algorithms for computing class groups and regulators of quadratic fields (McCurley-Hafner, Buchmann). Chapter 6 studies more advanced topics in cornput ational algebraic number theory. We first give an efficient algorithm for computing integral bases in number fields (Zassenhaus's round 2 algorithm), and a related algorithm which allows us to compute explicitly prime decompositions in field extensions as well as valuations of elements and ideals at prime ideals. Then, for number fields of degree less than or equal to 7 we give detailed algorithms for computing the Galois group of the Galois closure. We also study in some detail certain classes of cubic fields. This chapter concIudes with a general algorithm for computing class groups and units in general number fields. This is a generalization of the sub-exponential algorithms of Chapter 5, and works quite well. For other approaches, 1 refer to [Poh-Zas] and to a forthcoming paper of J. Buchmann. This subject is quite involved so, unlike most other situations in this book, 1 have not attempted to give an efficient algorithm, just one which works reasonably wel in practice. Chapters 1 to 6 may be thought of as one unit and describe many of the most interesting aspects of the theory. These chapters are suitable for a two semester graduate (or even a senior undergraduate) level course in number theory. Chapter 6, and in particular the class group and unit algorithm, can certainly be considered as a climax of the first part of this book.



A number theorist, especially in the algorithmic field, must have a minimum knowledge of elliptic curves. This is the subject of chapter 7. Excellent books exist about elliptic curves (for example [Sil] and [Si13]), but Our aim is a little different since we are primarily concerned with applications of elliptic curves. But a minimum amount of culture is also necessary, and so the flavor of this chapter is quite different from the others chapters. In the first t.hree sections, we give the essential definitions, and we give the basic and most striking results of the theory, with no pretense to completeness and no algorithms. The theory of elliptic curves is one of the most marvelous mathematical theories of the twentieth century, and abounds with important conjectures. They are aIso mentioned in these sections. The last sections of Chapter 7, give a number of useful algorithms for working on elliptic curves, with little or no proofs. The reader is warned that, a p a ~ from t the materia1 necessary for later chapters, Chapter 7 needs a much higher mathematical background than the other chapters. It can be skipped if necessary without impairing the understanding of the subsequent chapters.
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Chapter 8 (whose title is borrowed from a talk of Hendrik Lenstra) considers the techniques used for primality testing and factoring prior to the 1970's, with the exception of the continued fraction method of Brillhart-Morrison which belongs in Chapter 10. Chapter 9 explains the theory and practice of the two modern primality testing algorithms, the Adleman-Pomerance-Rumely test as modified by H. W. Lenstra and the author, which uses Fermat's (little) theorem in cyclotomic fields, and Atkin's test which uses elliptic curves with complex multiplication. Chapter 10 is devoted to modern factoring methods, i.e. those which run in sub-exponential time, and in particular to the Elliptic Curve Method of Lenstra, the Multiple Polynomial Quadratic Sieve of Pomerance and the Number Field Sieve of Pollard. Since many of the methods described in Chapters 9 and 10 are quite complex, it is not reasonable to give ready-to-program algorithms as in the preceding chapters, and the implementation of any one of these complex methods can form the subject of a three month student project. In Appendix A, we describe what a serious user should know about computer packages for number theory. The reader should keep in mind that the author of this book is biased since he has written such a package himself (this package being available without cost by anonymous ftp). Appendix B has a number of tables which we think may useful t o the reader. For example, they can be used t o check the correctness of the implementation of certain algorithms. What 1 have tried to cover in this book is so large a subject that, necessarily, it cannot be treated in as much detail as 1would have liked. For further reading, 1suggest the following books. For Chapters 1 and 3, [Knul] and [Knua]. This is the bible for algorithm analysis. Note that the sections on primality testing and factoring are outdated. Also, algorithms like the LLL algorithm which did not exist at the time he wrote are, obviously, not mentioned. The recent book [GCL] contains essentially al1 of Our Chapter 3, a s well as many more polynomial algorithms which we have not covered in this book such as Grobner bases computation. For Chapters 4 and 5, [Bo-Sh], [Mar] and [Ire-Ros]. In particular, [Mar] and [Ire-Ros] contain a large number of practical exercises, which are not far from the spirit of the present book, [Ire-Ros] being more advanced. For Chapter 6, [Poh-Zas] contains a large number of algorithms, and treats in great detail the question of computing units and class groups in general number fields. Unfortunately the presentation is sometimes obscured by quite complicated notations, and a lot of work is often needed to implement the algorit hms given there. For Chapter 7, [Sil] and [Si131 are excellent books, and contain numerous exercises. Another good reference is [Hus], as well as [Ire-Ros] for material on zet a-functions of varieties. The algorit hmic aspect of elliptic curves is beautifully treated in [Cre], which I also heartily recommend.
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For Chapters 8 t o 10, the best reference to date, in addition t o [Knu2], is [Rie]. In addition, Riesel has several chapters on prime number theory.



Note on the exercises. The exercises have a wide range of difficulty, from extremely easy to unsolved research problems. Many are actually implementation problems, and hence not mathematical in nature. No attempt has been made to grade the level of difficulty of the exercises as in Knuth, except of course that unsolved problems are mentioned as such. The ordering follows roughly the corresponding material in the text.



WARNING. Almost al1 of the algorithms given in this book have been programmed by the author and colleagues, in particular as a part of the Pari package. The programming has not however, always been synchronized with the writing of this book, so it may be that some algorithms are incorrect, and others may contain slight typographical errors which of course also invalidate them. Hence, the author and Springer-Verlag do not assume any responsibility for consequences which may directly or indirectly occur from the use of the algorithms given in this book. Apart from the preceding legalese, the author would appreciate corrections, improvements and so forth to the algorithms given, so that this book may improve if further editions are printed. The simplest is to send an e-mail message to or else to write t o the author's address. In addition, a regularly updated errata file is available by anonymous ftp from megrez .math.u-bordeaux .f r (147.210.16.17), directory pub/cohenbook.
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Chapter 1



Fundamental Number-Theoretic Algorithms



1.1 Introduction This book describes in detail a number of algorithms used in algebraic number theory and the theory of elliptic curves. It also gives applications to problems such as factoring and primality testing. Although the algorithms and the theory behind them are sufficiently interesting in themselves, 1 strongly advise the reader to take the time to implement them on her/his favorite machine. Indeed, one gets a feel for an algorithm mainly after executing it several times. (This book does help by providing many tricks that will be useful for doing t his. ) We give the necessary background on number fields and classical algebraic number theory in Chapter 4, and the necessary prerequisites on elliptic curves in Chapter 7. This chapter shows you some basic algorithms used almost constantly in number theory. The best reference here is [Knu2]. 1.l.1 Algorithms Before we can describe even the simplest algorithms, it is necessary to precisely define a few notions. However, we will do this without entering into the sometimes excessively detailed descriptions used in Cornputer Science. For US, an algorithm will be a method which, given certain types of inputs, gives an answer after a finite amount of time. Several things must be considered when one describes an algorithm. The first is to prove that it is correct, i.e. that it gives the desired result when it stops. Then, since we are interested in practical implementations, we must give an estimate of the algorithm's running time, if possible both in the worst case, and on average. Here, one must be careful: the running time will always be measured in bit operations, i.e. logical or arithmetic operations on zeros and ones. This is the most realistic model, if one assumes that one is using real computers, and not idealized ones. Third, the space requirement (measured in bits) must also be considered. In many algorithms, this is negligible, and then we will not bother mentioning it. In certain algorithms however, it becomes an important issue which has to be addressed. First, some useful terminology: The size of the inputs for an algorithm will usually be measured by the number of bits that they require. For example, the size of a positive integer N is Llg N ] + 1 (see below for notations). We
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will Say that an algorithm is linear, quadrutic or polynomial tirne if it requires time O(ln N), 0 ( l n 2 ~ )O(P(1n , N)) respectively, where P is a polynomial. If the time required is O(NQ), we Say that the algorithm is exponential time. Finally, many algorithms have some intermediate running time, for example e~ d l Nn lnln N



1



which is the approximate expected running time of many factoring algorithms and of recent algorithms for computing class groups. In this case we Say that the algorithm is sub-exponential. The definition of algorithm which we have given above, although a little vague, is often still too strict for practical use. We need also probabilistic algorith-ms,which depend on a source of random nurnbers. These "algorithms" should in principle not be called algorithms since there is a possibility (of probability zero) that they do not terminate. Experience shows, however, t hat probabilistic algorithms are usually more efficient than non-probabilistic ones; in many cases they are even the only ones available. Probabilistic algorithms should not be mistaken with methods (which 1 refuse to cal1 algorithms), which pruduce a result which h a a high probability of being correct. It is essential that an algorithm produces correct results (discounting human or computer errors), even if this happens after a very long time. A typical example of a non-algorithmic method is the following: suppose N is large and you suspect that it is prime (because it is not divisible by smal nurnbers). Then you can compute 2N- 1 mod



N



using the powering Algorithm 1.2.1 below. If it is not 1rnod N ,then this proves that N is not prime by Fermat's theorem. On the other hand, if it is equal to 1 mod N, there is a very good chance that N is indeed a prime. But this is not a proof, hence not an algorithm for primality testing (the srnailest counterexample is N = 341). Another point to keep in mind for probabilistic algorithms is that the idea of absolute running time no longer rnakes much sense. This is replaced by the notion of expected running time, which is self-explanatory.



Since the numbers involved in our algorithms wil almost always beeorne quite large, a prerequisite to any implementation is some sort of multi-precision package. This package should be able to handle numbers having up to 1000 decimal digits. Such a package is easy to write, and one is described in detail in Riesel's book ([Rie]). One can also use existing packages or Ianguages, such as Axiom, Bignurn, Derive, Gmp, Lisp, e y r n a , Magma, Maple, Mathematica, Pari, Reduce, or Ubasic (see Appendix A). Even without a muiti-precision



1.1 Introduction



3



package, some algorithms can be nicely tested, but their scope becomes more limited. The pencil and paper method for doing the usual operations can be implemented without difficulty. One should not use a base-10 representation, but rather a base suited to the computer's hardware. Such a bare-bones multi-precision package must include at the very least: Addition and subtraction of two n-bit numbers (time linear in n). Multiplication and Euclidean division of two n-bit numbers (time linear in n2). Multiplication and division of an n-bit number by a short integer (time linear in n). Here the meaning of short integer depends on the machine. Usually this means a number of absolute value l e s than 215,2317 235 or 263. Left and right shifts of an n bit number by small integers (time linear in n). Input and output of an %bit number (time linear in n or in nZ depending whether the base is a power of 10 or not).



Remark. Contrary to the choice made by some systems such as Maple, 1 strongly advise using a power of 2 as a base, since usually the time needed for input/output is only a very small part of the total time, and it is also often dominated by the time needed for physical printing or displaying the results. There exist algorithms for multiplication and division which as n gets large are much faster than O(n2), the best, due to Schonhage and Strassen, running in O(n ln n ln Inn) bit operations. Since we will be working mostly with numbers of up to roughly 100 decimal digits, it is not worthwhile to implement these more sophisticated algorithms. (These algorithms become practical only for numbers having more than several hundred decimal digits.) On the other hand, simpler schemes such as the method of Karatsuba (see [Knu2) and Exercise 2) can be useful for much smaller numbers. The times given above for the basic operations should constantly be kept in mind.



Implementation advice. For people who want to write their own bar* bones multi-precision package as deseribed .above, by far the best reference is [Knu21 (see also [Rie]). A few words of advice are however necessary. A priori, one can write the package in one's favorite high leveI Ianguage. As wiIl be immediately seen, this limits the multi-precision base to roughly the square root of the word size. For example, on a typical 32 bit machine, a high level Ianguage will be able to multiply two 16-bit aumbers, but not two 32-bit ones since the result would not fit. Since the multipIication algorithm used is quaciratic, this immediately implies a loss of a factor 4, which in fact usually becomes a factor of 8 or 10 compared to what muld be done with the machine's central processor. This is intolerable. Another alternative is to write everything in assernbly language. This is extrernely long and painful, usually
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bug-ridden, and in addition not portable, but at least it is fast. This is the solution used in systems such as Pari and Ubasic, which are much faster than their competitors when it comes to pure number crunching. There is a third possibility which is a reasonable compromise. Declare global variables (known to al1 the files, including the assembly language files if any) which we will call remainder and overf low Say. Then write in any way you like (in assembly language or as high level language macros) nine functions that do the following. Assume a,b ,c are unsigned word-sized variables, and let M be the chosen multi-precision base, so al1 variables will be less than M (for example M = 232). Then we need the following functions, where O 5 c < M and overf ïow is equal to O or 1: c=add(a,b) corresponding to the formula a+b=overf low.M+c. c=addx (a,b) corresponding to the formula a+b+overf low=overf low-M+c. c=sub (a,b) corresponding to the formula a-b=c-overf low-M. c=subx (a,b) corresponding to the formula a-b-overf low=c-overf low-M. c=mul (a,b) corresponding to the formula a.b=remainder.M+c, in other words c contains the low order part of the product, and remainder the high order part. c=div (a,b) corresponding to the formula remainder.M+a=b-c+remainder, where we may assume that remaindercb. For the last three functions we assume that M is equal to a power of 2, say M = 2m. c=shif t1 (a,k) corresponding to the formula 2ka=remaindar-~+c. c=shif tr (a,k) corresponding to the formula a.~/2~=c-~+remainder, where we assume for these last two functions that O 5 k < m. k=bfffo(a) corresponding to the formula M/2 5 2ka < M, i.e. k = [lg(~/(2a))lwhen a # O, k = m when a = 0. The advantage of this scheme is that the rest of the multi-precision package can be written in a high level language without much sacrifice of speed, and that the black boxes described above are short and easy to write in assembly language. The portability problem also disappears since these functions can easily be rewritten for another machine. Knowledgeable readers may have noticed that the functions above correspond to a simulation of a few machine language instructions of the 68020/68030/68040 processors. It may be worthwhile to work at a higher level, for exarnple by implementing in assembly language a few of the multiprecision functions mentioned a t the beginning of this section. By doing this to a limited extent one can avoid many debugging problems. This also avoids much function call overhead, and allows easier optimizing. As usual, the price paid is portability and robustness.



Remark. One of the most common operations used in number theory is modular mult~plication,i.e. the computation of a b modulo some number N, where a and b are non-negative integers less than N. This can, of course,
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be trivially done using the formula div(mu1 (a, b) ,N) , the result being the value of remainder. When many such operations are needed using the sarne modulus N (this happens for example in most factoring methods, see Chapters 8, 9 an IO), there is a more clever way of doing this, due to P. Montgomery which can save 10 to 20 percent of the running time, and this is not a negligible saving since it is an absolutely basic operation. We refer t o bis paper [Monl] for the description of this method. 1.1.3 Base Fields and Rings



Many of the algorithms that we give (for example the linear algebra algorithms of Chapter 2 or some of the algorithms for working with polynomials in Chapter 3) are valid over any base ring or field R where we know how t o compute. We must emphasize however that the behavior of these algorithms will be quite different depending on the base ring. Let us look at the most important examples. The simplest rings are the rings R = Z / N Z , especially when N is small. Operations in R are simply operations "modulo N" and the elements of R can always be represented by an integer less than N, hence of bounded size. Using the standard algorithms mentioned in the preceding section, and a suitable version of Euclid's extended algorithm t o perform division (see Section 1.3.2), al1 operations need only 0(ln2N) bit operations (in fact O(1) since N is considered as fixed!). An important special case of these rings R is when N = p is a prime, and then R = IFp the finite field with p elements. More generally, it is easy to see that operations on any finite field IF, with p = pk can be done quickly. The next example is that of R = Z. In many algorithms, it is possible t o give an upper bound N on the size of the numbers to be handled. In this case we are back in the preceding situation, except that the bound N is no longer fixed, hence the running time of the basic operations is really 0 ( l n 2 ~ bit ) operations and not O(1). Unfortunately, in most algorithms some divisions are needed, hence we are no longer working in Z but rather in Q. It is possible t o rewrite some of these algorithms so that non-integral rational numbers never occur (see for example the Gauss-Bareiss Algorithm 2.2.6, the integr al LLL Algorithm 2.6.7, the sub-resultant Algorithms 3.3.1 and 3.3.7). These versions are then preferable. The third example is when R = Q. The main phenomenon which occurs in practically al1 algorithms here is "coefficient explosion". This means that in the course of the algorithm the numerator and denominators of the rational numbers which occur become very large; their size is almost impossible t o control. The main reason for this is that the numerator and denominator of the sum or difference of two rational numbers is usually of the same order of magnitude as those of their product. Consequently it is not easy t o give running times in bit operations for algorithrns using rational numbers.
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The fourth example is that of R = R (or R = C ) . A new phenomenon occurs here. How can we represent a real number? The truthful answer is that it is in practice impossible, not only because the set R is uncountable, but also because it will always be impossible for an algorithm to tell whether two real numbers are equal, since this requires in general an infinite amount of time (on the other hand if two real numbers are ddferent, it is possible t o prove it by computing them to sufficient accuracy). So we must be content with approximations (or with interval arithmetic, i.e. we give for each real number involved in an algorithm a rational lower and upper bound), increasing the closeness of the approximation to suit our needs. A nasty specter is waiting for us in the dark, which has haunted generations of numerical analysts: numerical instability. We will see an example of this in the case of the LLL algorithm (see Remark (4) after Algorithm 2.6.3). Since this is not a book on numerical analysis, we do not dwell on this problem, but it should be kept in mind. As far as the bit complexity of the basic operations are concerned, since we must work with limited accuracy the situation is analogous to that of Z when an upper bound N is known. If the accuracy used for the real number is of the order of 1/N, the number of bit operations for performing the basic operations is 0(ln2N) . Although not much used in this book, a last example 1 would like to mention is that of R = Q,, the field of padic numbers. This is similar to the case of real numbers in that we must work with a limited precision, hence the running times are of the same order of magnitude. Since the padic valuation is non-Archimedean, i.e. the accuracy of the sum or product of p a d i c numbers with a given accuracy is a t least of the same accuracy, the phenomenon of numerical inst ability essentially disappears.



1.1.4 Notations We will use Knuth's notations, which have become a de facto standard in the theory of algorithms. Also, some algorithms are directly adapted from Knuth (why change a well written algorithm?) . However the algorithmic style of writing used by Knuth is not well suited to structured programming. The reader may therefore find it completely straightforward to write the corresponding prograrns in assembly language, Basic or Fortran, Say, but may find it slightly less so t o write them in Pascal or in C. A warning: presenting an algorithms as a series of steps as is done in this book is only one of the ways in which an algorithm can be described. The presentation may look old-fashioned to some readers, but in the author's opinion it is the best way to explain al1 the details of an algorithm. In particular it is perhaps better than using some pseudo-Pascal language (pseudo-code). Of course, this is debatable, but this is the choice that has been made in this book. Note however that, as a consequence, the reader should read as carefully as possible the exact phrasing of the algorithm, as well as the accompanying explanations, to avoid any possible ambiguity. This is particularly true in i f
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(conditional) expressions. Some additional explanation is sometimes added to diminish the possibility of arnbiguity. For example, if the i f condition is not satisfied, the usual word used is otherwise. If if expressions are nested, one of them will use otherwise, and the other will usually use else. 1 admit that this is not a very elegant solution. A typical example is step 7 in Algorithm 6.2.9. The initial statement If c = O do t h e f ollowing : implies that the whole step will be executed only if c = 0, and must be skipped if c # O. Then there is the expression if j = i followed by an otherwise, and nested inside the otherwise clause is another i f dim(...) < n, and the e l s e go t o s t e p 7 which follows refers to this last i f , i.e. we go to step 7 if dim(...) 2 n. 1 apologize to the reader if this causes any confusion, but 1 believe that this style of presentation is a good compromise.



Lx] denotes the floor of x, i-e. the largest integer less than or equal to x. Thus 13.41 = 3, [-3.41 = -4.



[XI



denotes the ceiling of x, i.e. the smallest integer greater than or equal to x. We have 1x1 = - [-XI.



1x1 denotes an integer nearest to x, i.e. 1x1 = [x



+ 1/21.



[a,b[ denotes the real interval from a to b including a but excluding b. Similarly ]a, b] includes b and excludes a, and ]a, b[ is the open interval excluding a and b. (This differs from the American notations [a,b ) , (a, b] and (a, b) which



in my opinion are terrible. In particular, in this book (a, b) will usually mean the GCD of a and b, and sometimes the ordered pair (a, b).) lg x denotes the base 2 logarithm of x. If E is a finite set, IEI denotes the cardinality of E.



If A is a matrix, At denotes the transpose of the matrix A. A 1 x n (resp. n x 1) matrix is called a row (resp. column) vector. The reader is warned that many authors use a different notation where the transpose sign is put on the left of the matrix. If a and b are integers with b # O, then except when explicitly mentioned otherwise, a mod b denotes the non-negatzve remainder in the Euclidean division of a by b, i.e. the unique number r such that a = r (mod b) and 0 L r < lbl. The notation d 1 n means that d divides n, while dlln will mean that d 1 n and ( d , n l d ) = 1. Furthermore, the notations p 1 n and palln are always taken to imply that p is prime, so for example pa lin means that pa is the highest power of p dividing n. Finally, if a and b are elements in a Euclidean ring (typically iZ or the ring of polynomials over a field), we will denote the greatest common divisor (abbreviated GCD in the text) of a and b by gcd(a, b), or simply by (a, b) when there is no risk of confusion.
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1.2 The Powering Algorithms In almost every non-trivial algorithm in number theory, it is necessary at some point to compute the n-th power of an elernent in a group, where n may be some very large integer (i.e. for instance greater than 10loO).That this is actually possible and very easy is fundamental and one of the first things that one must understand in algorithmic number theory. These algorithms are general and can be used in any group. In fact, when the exponent is nonnegative, they can be used in any monoid with unit. We give an abstract version, which can be trivially adapted for any specific situation. Let (G, x ) be a group. We want t o compute gn for g E G and n E Z in an efficient rnanner. Assume for example that n > O. The naïve method requires n - 1group multiplications. We can however do much better (A note: although Gauss was very proficient in hand calculations, he seems to have missed this method.) The ides is as follows. If n = ~ 2 is' the base 2 expansion of n with = O or 1, then



Ci



hence if we keep track in an auxiliary variable of the quantities g2i which we compute by successive squarings, we obtain the following algorithm. Algorithm 1.2.1 (Right-Left Binary). Given g E G and n E Z, this algorithm computes gn in G. W e write 1 for the unit element of G. 1. [Initialize] Set y + 1. If n = O, output y and terminate. If n and z + g-l. Othemise, set N + n and z + g. 2. [Multiply?] If N is odd set y



t



< O let N



+-



-n



z y.



3. {Halve NI Set N + LN/21. If N = O, output y as the answer and terminate the algorithm. Otherwise, set z + z - z and go to step 2.



Examining this algorithm shows t hat the number of multiplication steps is equal to the number of binary digits of In1 plus the number of ones in the binary representation of In1 minus 1. So, it is at most equal t o 2Llg ln]] 1, and on average approximately equal to 1.5 lg In[.Hence, if one can compute rapidly in G, it is not unreasonable to have exponents with several million decimal digits. For example, if G = ( Z / m Z ) * ,the time of the powering algorithm is 0(ln2mln Inl), since one multiplication in G takes time 0(ln2m). The validity of Algorithm 1.2.1 can be checked immediately by noticing that at the start of step 2 one has gn = y - zN. This corresponds to a rightto-left scan of the binary digits of Inl. We can make several changes t o this basic algorithm. First, we can write a similar algorithm based on a left to right sean of the binary digits of Inl. In other words, we use the formula gn = (gn/2)2 if n is even and gn = g (9("-1)/2)2 if n is odd.



+
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This assumes however that we know the position of the leftmost bit of In1 (or that we have taken the time to look for it beforehand), i.e. that we know the integer e such that 2' 5 In1 < z e + l . Such an integer can be found using a standard binary search on the binary digits of n, hence the time taken to find it is O(lg lg lnl), and this is completely negligible with respect to the other operations. This leads to the following algorithm. Algorithm 1.2.2 (Left-Right Binary). Given g E G and n E Z, this algorithm computes gn in G. If n # O, we assume also given the unique integer e such that 2' 5 In1 < 2'+'. We write 1 for the unit element of G. 1. [Initialize] If n = O, output 1 and terminate. If n < O set N c -n and z + g-'. Otherwise, set N 6 n and z + g. Finally, set y c z , E + 2'.



N+N-E. 2. [Finished?] If E = 1, output y and terminate the algorithm. Otherwise, set



E



+



E/2.



3. [Multiply?] Set y to step 2.



+



y . y and if N _>



E , set N



c



N - E and y



c



y z. Go



Note that E takes as values the decreasing powers of 2 from 2' down to 1, hence when implementing this algorithm, al1 operations using E must be thought of as bit operations. For example, instead of keeping explicitly the (large) number E, one can just keep its exponent (which will go from e down to O). Similarly, one does not really subtract E from N or compare N with E, but simply look whether a particular bit of N is O or not. To be specific, assume that we have written a little program bit(N, f ) which outputs bit number f of N , bit O being, by definition, the least significant bit. Then we can rewrite Algorithm 1.2.2 as follows.



Algorithm 1.2.3 (LefkRight Binary, Using Bits). Given g E G and n E Z, this algorithm computes gn in G. If n # O, we assume also that we are given the unique integer e such that 2' 5 In1 < 2'+l. We write 1 for the unit element of G. 1. [Initialize] If n = O, output 1 and terminate. If n < O set N z + g-'. Otherwise, set N + n and z c g . Finally, set y + z, f



+ +



-n and e.



2. [Finished?] If f = O, output y and terminate the algorithm. Otherwise, set f + f-1. 3. [MultipIy?] Set y c y . y and if bit(N, f ) = 1 , set y c y . z. Go t o step 2.



The main advantage of this algorithm over Algorithm 1.2.1 is that in step 3 above, z is always the initial g (or its inverse if n < O). Hence, if g is represented by a small integer, this may mean a linear time multiplication instead of a quadratic time one. For example, if G = (Z/rnZ)* and if g (or 9-' if n < O) is represented by the class of a single precision integer, the
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running time of Algorithms 1.2.2 and 1.2.3 will be in average up to 1.5 times faster than Algorithm 1.2.1. Algorithm 1.2.3 can be improved by making use of the representation of In1 in a base equal to a power of 2, instead of base 2 itself. In this case, only the lefi-right version exists. This is done as follows (we may assume n > O). Choose a suitable positive integer k (we will see in the analysis how to choose it optimally). Precompute g2 and by induction the odd powers g3, g5, . . ., g2k-1, and initialize y to g as in Algorithm 1.2.3. Now if we scan the 2k-representation of In1 from left to right (i.e. k bits at a time of the binary representation), we will encounter digits a in base 2k, hence such that O 2 a < 2k. If a = O, we square k tintes our current y. If a # O, we can write a = 2'b with b odd and less than 2k, and O t < k. We must set y + y2k- g2tb, and this is done by computing first y2k-' gb (which involves k - t squarings plus one multiplication since gb has been precsmputed), then squaring t times the result. This leads to the foIlowing algorithm. Here we assume that we have an algorithm digit(k, N, f) which gives digit number f of N expressed in base 2k.




 1 send an error message stating that b is not invertible, otherwise the inverse of b is u. Notice that in this case, we can avoid computing v in step 2 of Algorithm 1.3.6 and in the analogous steps in the other algorithms. There are other methods to compute b-l mod m when the factorization of m is known, for example when m is a prime. By Euler-Fermat's Theorem



+
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1.4.2, we know that, if (b, m) = 1 (which can be tested very quickly since the factorization of m is known), then bd(m)



1 (mod m) ,



where d(m) is Euler's 4 function (see [H-W]). Hence, the inverse of b modulo m can be obtained by computing



b-' = bd(m)-l



(mod m) ,



using the powering Algorithm 1.2.1. Note however that the powering algorithms are 0(ln3m) algorithms, which is worse than the time for Euclid's extended algorithm. Nonetheless they can be useful in certain cases. A practical comparison of these methods is done in [Brel]. 1.3.3 The Chinese Remainder Theorem



We recall the following theorem: Theorem 1.3.9 (Chinese Remainder Theorem). Let ml, . . ., mk and x 1, . . ., xk be integers. Assume that for every pair ( i ,j ) we have



xi



x j (mod gcd(mi, mj)) .



There exists an integer x such that x



Xi



(mod mi)



for 1 _< i 5 k .



Furthemore, x is unique modulo the least common multiple of ml, . . ., mk. corollary 1.3.10. Let m l ,



. . ., mk be painuise coprirne integers, 2.e. such



that gcd(mi, mj) = 1



when i # j .



Then, for any integers xi, them exists a n integer x , unique modulo that x = X i (mod mi) for i 5 i 5 k .



n mi, such



We need an algorithm to compute x. We will consider only the case where the mi are pairwise coprime, since this is by far the most useful situation. Set M = mi and Mi = M/mi. Since the mi are coprime in pairs, gcd(Mi,mi) T hence by Euclid's extended algorithm we can find ai such that ai Mi = 1 (mod mi). If we set



n,,,,, =
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it is clear that x satisfies the required conditions. Therefore, we can output x rnod M as the result. This method could be written explicitly as a forma1 algorithm. However we want to make one improvement before doing so. Notice that the necessary constants ai are small (less than mi), but the Mi or the asMi which are also needed can be very large. There is an ingenious way to avoid using such large numbers, and this leads to the following algorithm. Its verification is left to the reader.



Algorithm 1.3.11 (Chinese). Given pairwise coprime integers mi (1 5 i 5 k) and integers xi, this algorithm finds an integer x such that x = xi (mod mi) for al1 i. Note that steps 1 and 2 are a precomputation which needs t o be done only once when the mi are fixed and the xi Vary. 1. [Initialize] Set j +-2 , Cl +- 1. In addition, if it is not too costly, reorder the mi (and hence the xi) so that they are in increasing order. 2. [Precomputations] Set p +- mlm2 - . mj-1 (mod mj). Compute (u, V , d) such that UP vmj = d = gcd(p, mj) using a suitable version of Euclid's extended algorithm. If d > 1 output an error message (the mi are not pairwise coprime). Othewise, set Cj + u, j + j + 1, and go to step 2 if j 5 k. 3. [Compute auxiliary constants] Set y1 c xl rnod m l , and for j = 2 , . . . , k



+



compute (as written)



Yj



+



(xj - (YI



+ mi(y2 + mz(y3 + . . + mj-2yj-l).



.))Cjrnod m j .



4. [Terminate] Output



and terminate the algorithm.



n



Note that we will have O 5 x < M = mi. As an exercise, the reader can give an algorithm which finds x in the more general case of Theorem 1.3.9 where the mi are not assumed to be pairwise coprime. It is enough to write an algorithm such as the one described before Algorithm 1.3.11, since it will not be used very often (Exercise 9). Since this algorithm is more complex than the algorithm mentioned previously, it should only be used when the mi are fixed moduli, and not just for a one shot problem. In this last case is it preferable to use the formula for two numbers inductively as follows. We want x xi (mod mi) for i = 1,2. Since the mi are relatively prime, using Euclid's extended algorithm we can find u and v such that uml vm2 = 1.



-



+
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on the pair (a, b), the a, being the successive partial quotients. The number x is rational if and only if its continued fraction expansion is finite, i-e. if and only if one of the ai is infinite. Since x is only given with the finite precision a/b, x will be considered rational if x has a very large partial quotient ai in its continued fraction expansion. Of course this is subjective, but should be put to the stringent test mentioned above. For exarnple, if one uses the approximation n N 3.1415926 one finds that the continued fraction for n should start with [3,7,15,1,243,. . . ] and 243 does seem a suspiciously large partial quotient, so we suspect that T = 355/113, which is the rational number whose continued fraction is exactly [3,7,15,1].If we compute a few more decimals of n however, we see that this equality is not true. Nonetheless, 355/113 is still an excellent approximation to n (the continued fraction expansion of n starts in fact [3,7,15,1,292,1,.. .]). To implement a method for computing continued fractions of real numbers, 1 suggest using the following algorithm, which says exactly when to stop.



Algorithm 1.3.13 (Lehmer). Given a real number x by two rational num bers a/b and a1/b' such that a/b 5 x q' output the inequality q' 5 ai 5 q, otherwise output < ai < q'. Terminate the algorithm. 4-



+



Note that the oo mentioned in step 3 is only a mathematical abstraction needed to make step 4 make sense, but it does not need to be represented in a machine by anything more than some special code. This algorithm runs in at most twice the time needed for the Euclidean algorithm on a and b alone, since, in addition to doing one Euclidean division a t each step, we also multiply q by b'. We can now solve the following problem: given two complex numbers zl and z2, are they Qlinearly dependent? This is equivalent to zl/z2 being rational, so the solution is this: compute z t zi/z2. If the imaginary part of z is non-zero (to the degree of approximation that one has), then zl and z2 are not even R-linearly dependent. If it is zero, then compute the continued fraction expansion of the real part of z using algorithm 1.3.13, and look for large partial quotients as explained above.
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We will see in Section 2.7.2 that the LLL algorithms allow us to determine in a satisfactory way the problem of Q-linear dependence of more than two complex or real numbers. Another closely related problem is the foilowing: given two vectors a and b in a Euclidean vector space, determine the shortest non-zero vector which is a Zlinear combination of a and b (we will see in Chapter 2 that the set of such Zlinear combinations is called a lattice, here of dimension 2). One solution, called Gaussian reduction, is again a form of Euclid's algorithm, and is as follows. Algorithm 1.3.14 (Gauss). Given two linearly independent vectors a arid b in a Euclidean vector space, this algorithm determines one of the shortest non-zero vectors which is a Z-linear combination of a and b. We denote by the Euclidean inner product and write laI2 = a a. We use a temporary scalar variable T , and a temporary vector variable t.



1. [Initialize] Set A +- laI2,B e lbI2 If A exchange A and B. 2. [Euclidean step] Set n nearest integer t o



+- a



x,and T



. b, r



+-



< B then



exchange a and b and



Ln/B], where 1x1 = [x A - 2rn r 2 ~ . t



+



+ 1/21 is the



3. [Finished?] If T 2 B then output b and terminate the algorithm. Otherwise, set t + a - rb, a + b , b + t, A +- BI B c T and go t o step 2.



Proof. Note that A and B are always equal to laI2 and lbI2 respectively. 1 first claim that an integer r such that la - rbl haç minimal length is given by the formula of step 2. Indeed, we have



and this is minimum for real x for x = a b/B. Hence, since a parabola is symmetrical at its minimum, the minimum for integral z is the nearest integer (or one of the two nearest integers) to the minimum, and this is the formula given in step 2. Thus, at the end of the algorithm we know that la - mbl 2 Ibl for al1 integers m. It is clear that the transformation which sends the pair (a, b ) to the pair (b, a - r b ) hm determinant -1, hence the Zmodule L generated by a and b stays the same during the algorithm. Therefore, let x = u a v b be a non-zero element of L. If u = 0, we must have v # O hence trivially 1x1 è Ibl. Otherwise, let v = uq r be the Euclidean division of v by u, where O 5 r < lui. Then we have



+



+



1x1 = lu(a



+ qb) + rbl 2 Iul(a+ qbl - lrllbl 2 (14- IrlIlbI 2 IbI +



since by Our above claim la qbl 2 lbl for any integer q, hence b is indeed one of the shortest vectors of L, proving the validity of the algorithm.
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Note that the algorithm must terminate since there are only a finite number of vectors of L with norm less than or equal to a given constant (compact+discrete=finite!). In fact the number of steps can easily be seen to be comparable to that of the Euclidean algorithm, hence this algorithm is very efficient. O We will see in Section 2.6 that the LLL algorithm allows us to determine efficiently small Z-linear combinations for more than two linearly independent vectors in a Euclidean space. It does not always give an optimal solution, but, in most situations, the results are sufficiently good to be very useful.



1.4 The Legendre Symbol 1.4.1 The Groups (2/nZ)*



By definition, when A is a commutative ring with unit, we will denote by A* the group of units of A, i.e. of invertible elements of A. It is clear that A* is a group, and also that A* = A \ (O) if and only if A is a field. Now we have the following fundamental theorem which gives the structure of (Z/nZ)* (see [Ser] and Exercise 13). Theorem 1.4.1. We have



and more precisely (2ln2)*



n



(./paZ)*,



P" Iln



where (Z/p"Z)* (Le. is cyclic) when p



Z/(p - l)pa-12



> 3 or p = 2 and a _< 2, and



whenp- 2 and a 2 3. Now when (Z/nZ)* is cyclic, i.e. by the above theorem when n is equal either to pa, 2pa with p an odd prime, or n = 2 or 4, an integer g such that the class of g generates (Z/nZ)* will be called a primitive root modulo n. Recall that the order of an element g in a group is the least positive integer n such that gn is equal to the identity element of the group. When the group is finite, the order of any element divides the order of the group. firthermore, g is a
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primitive root of (Z/nZ)* if and only if its order is exactly equal to g(n). As a corollary of the above results, we obtain the following: Proposition 1.4.2. (1) (Fermat). If p is a prime and a is not divisible by p, then we have



a*-'



~1



(modp).



(2) (Euler). More generally, if n is a positive integer, then for any integer a coprime to n we have E1



(mod n),



and even



a9(n)/2F 1 (mod n) if n is not equal to 2, 4, pa or 2pa with p an odd prime. To compute the order of an element in a finite group G, we use the following straightforward algorithm. Algorithm 1.4.3 (Order of an Element). Given a finite group G of cardinality h = lGl, and an element g E G, this algorithm computes the order of g in G. We denote by 1 the unit element of G.



1. [lnitialize] Com pute the prime factorization of h, Say h = py1pî2 - - - pzk, and set e +- h, i e O.



2. [Next pi] Set i



t



i + 1. I f i > k , output e and terminate the algorithm.



.



Otherwise, set e t e/pYi gi + g e .



3. [Com pute local order] While gl



#



1, set gl



t



grand e



t



e pi. Go t o step



2.



Note that we need the complete factorization of h for this algorithm to work. This may be difficult when the group is very large. Let p be a prime. To find a primitive root modulo p there seems to be no better way than to proceed as follows. Try g = 2, g = 3, etc . . . until g is a primitive root. One should avoid perfect powers since if g = gb, then if g is a primitive root, so is go which has already been tested. To see whether g is a primitive root, we could compute the order of g using the above algorithm. But it is more efficient to proceed as follows. Algorithm 1.4.4 (Primitive Root). Given an odd prime p, th is algorithm finds a primitive root modulo p. 1. [Initialize a] Set a t 1 and let p - 1 = py1pi2 . . -pzk be the complete factorization of p - 1.
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2. [Initialize check] Set a



ea



3. [Check pi] Compute e



+



+ 1 and i + 1. a(p-')lpi. If e = 1 go to step 2. Otherwise, set



i+i+l. 4. [finished?] If i 3.



> k output a and terminate the algorithm. otherwise go to step



Note that we do not avoid testing prime powers, hence this simple algorithm can still be improved if desired. In addition, the test for pi = 2 can be replaced by the more efficient check that the Legendre symbol ):( is equal to -1 (see Algorithm 1.4.10 below). If n is not a prime, but is such that there exists a primitive root modulo n, we could, of course, use the above two algorithms by modifying them suitably. It is more efficient to proceed as follows. First, if n = 2 or n = 4, g = n - 1 is a primitive root. When n = 2a is a power of 2 with a 2 3, (Z/nZ)* is not cyclic any more, but is isomorphic to the product of Z/2Z with a cyclic group of order 2a-2. Then g = 5 is always a generator of this cyclic subgroup (see Exercise 14), and can serve as a substitute in this case if needed. When n = pa is a power of an odd prime, with a 2 2, then we use the following lemma.



Lemma 1.4.5. Let p be an odd prime, and let g be a primitive root modulo p. Then either g or g p i s a primitive root rnodulo every power of p.



+



Proof. For any m we have m P = m (mod p), hence it follows that for every (P-1)Il = - (p-l)Il $ 1 (mod p). SO for g t o be a prime 1 dividing p - 1, primitive root, we need only that gpa-2(p-1) 1 (mod pa). But one checks immediately by induction that XP = 1 (mod pa) implies that x z 1 (mod for every b 5 a - 1. Applying this to s = g~'-~(p-l)we see that Our condition on g is equivalent to the same condition with a replaced by a - 1, hence by induction to the condition gp-' $ 1 (mod p2). But if gp-' 1 (mod p2), then by the binomial theorem (g + p)p-l i 1 - pgp-2 $ 1 (mod p2), thus proving the lemma. O Therefore to find a primitive root modulo pa for p an odd prime and a 2 2, proceed as follows: first compute g a primitive root modulo p using Algorithm 1.4.4, then compute gi = gP-' rnod If gl # 1, g is a primitive root modulo pa for every a, otherwise g p is. Finally, note that when p is an odd prime, if g is a primitive root modulo pa then g or g pa (whichever is odd) is a primitive root modulo 2pa.



+



+
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1.4.2 The Legendre-Jacobi-Kronecker Symbol Let p be an odd prime. Then it is easy to see that for a given integer a, the congruence x2 = a (modp) can have either no solution (we Say in this case that a is a quadratic nonresidue rnod p), one solution if a I O (mod p), or two solutions (we then Say that a is a quadratic residue rnod p). Define the Legendre symbol as being -1 if a is a quadratic non-residue, O if a = O, and 1 if a is a quadratic residue. Then the number of solutions modulo p of the above congruence is 1 Furthermore, one can easily show that this symbol has the following properties (see e.g. [H-W]):



(9



+ (i).



Proposition 1.4.6. (1) The Legendre symbol is multiplicative, i.e.



I n particular, the product of two quadratic non-residues is a quadratic residue. (2) W e have the congruence a



l



2



( ) (rnod p) .



(3) There are as many quadratic residues as non-residues rnod p, i.e. (p-1)/2.



We will see that the Legendre symbol is fundamental in many problems. Thus, we need a way to compute it. One idea is to use the congruence a(~-1)/2 = -):( (mod p). Using the powering Algorithm 1.2.1, this enables us t o compute the Legendre symbol in time ~ ( l n ~We ~ can ) . improve on this by using the Legendre-Gauss quadratic reciprocity law, which is itself a result of fundamental importance:



Theorem 1.4.7. Let p be an odd prime. Then:



(2) If q is a n odd prime diflerent from p, then tue have the reciprocity law:



28
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For a proof, see Exercises 16 and 18 and standard textbooks (e.g. [H-W], [Ire-Ros]) . This theorem can certainly help us to compute Legendre symbols since ($) is multiplicative in a and depends only on a modulo p. A direct use of Theorem 1.4.7 would require factoring al1 the numbers into primes, and this is very slow. Luckily, there is an extension of this theorem which takes care of this problem. We first need t o extend the definition of the Legendre symbol.



Definition 1.4.8. W e define the Kronecker (or Kronecker-Jacobi) symbol (f) for any a and b in Z in the following way. (1) If b = O , then ($) = 1 i f a = f1, and is equal to O othenuise. ( 2 ) For b # O , write b = n p , where the p are not necessarily distinct primes (including p = 2), or p = -1 to take care of the sign. Then we set



where define



(E)



is the Legendre symbol defined aboue for p > 2, and where we



i f a is euen ( - ) a 2 1 8 , i f a is odd. and also



Then, from the properties of the Legendre symbol, and in particular from the reciprocity law 1.4.7, one can prove that the Kronecker symbol has the following properties:



Theorem 1.4.9. (1) (f) = O i f and only i f ( a ,b) # 1 ( 2 ) For al1 a , b and c we have



(3) b > O being fLzed, the symbol (f) is periodic in a of period b if b f 2 (mod 4 ) , otherwise it is periodic of period 4b. (4) a # O being f i e d (positive or negative), the symbol (f) is periodic in b of period la1 zf a = O or 1 (mod 4), otherwise it is periodic of period 41~1. ( 5 ) The formulas of Theorem 1.4.7 are still true i f p and q are only supposed to be positive odd integers, not necessarily prime.
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1.4 The Legendre Symbol



Note that in this theorem (as in the rest of this book), when we Say that a function f (x) is periodic of period b, this means that for al1 x, f (x b) = f (x) , but b need not be the smallest possible period. Theorem 1.4.9 is a necessary prerequisite for any study of quadratic fields, and the reader is urged to prove it by himself (Exercise 17). As has been mentioned, a consequence of this theorem is that it is easy to design a fast algorithm to compute Legendre symbols, and more generally Kronecker symbols if desired.



+



Algorithm 1.4.10 (Kronecker). Given a,b E Z, this algorithm cornputes the Kronecker symbol ( ) (hence the Legendre symbol when b is an odd prime). 1. [Test b equal to O] If b = O then output O if la1 the algorithm.



# 1, 1 if la1 = 1 and terminate



2. [Remove 2's from b] If a and b are both even, output O and terminate the 1 and algorithm. Otherwise, set v +-- O and while b is even set v t v b +- b/2. Then if v is even set k e 1, otherwise set k + (-1) (a2- 1)/B (by table lookup, not by computing (a2 - 1)/8). Finally if b < O set b +- -b, and if in addition a < O set k t - k .



+



3. [Finished?] (Here b is odd and b > O.) If a = O then output O if b > 1, k if b = 1, and terminate the algorithm. Otherwise, set v t O and while a is even do v +- v 1 and a +-- a/2. If v is odd set k t ( - ~ ) ( ' > ~ - ' ) / ~ k .



+



4. [Apply reciprocity] Set



(using if statements and no multiplications), and then r b t r and go to step 3.



t



lai, a +- b mod r ,



Remarks. (1) As mentioned, the expressions (- 1)(a2-1)/8 and (- I)("-')(~-')/~



should not be computed as powers, even though they are written this way. For example, to compute the first expression, set up and Save a table t a b 2 cont aining {O,l,O, - l , O , -1, O, 11,



and then the formula = tab2 [&7] , the & symbol denoting bitwise and, which is a very fast operation compared to multiplication (note that a&7 is equivalent to a mod 8). The instruction k + (-1) (a-1)(b-1)/4kis very efficiently translated in C by if (a&b&2) k= -k; (2) We need to prove that the algorithm is valid! It terminates since, because except possibly the first time, at the beginning of step 3 we have O < b < a and the value of b is strictly decreasing. It gives the correct result because of the following lemma which is an immediate corollary of Theorem 1.4.9:
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Lemma 1.4.11. If a and b are odd integers with b > O (but not necessarily a > O), then we have



(3) We may want to avoid cleaning out the powers of 2 in step 3 a t each pass



through the loop. We can do this by slightly changing step 4 so as to always end up with an odd value of a. This however may have disastrous effects on the running time, which may become exponential instead of polynomial time (see [Bac-Sha] and Exercise 24). Note that Algorithm 1.4.10 can be slightly improved (by a small constant factor) by adding the following statement at the end of the assignments of step 4, before going back to step 3: If a > r/2, then a = a - r. This simply means that we ask, not for the residue of a mod r which is between O and r - 1, but for the one which is least in absolute value, i.e. between -r/2 and r/2. This modification could also be used in Euclid's algorithms if desired, if tests suggest that it is faster in practice. One can also use the binary version of Euclid's algorithm to compute Kronecker symbols. Since, in any case, the prime 2 plays a special role, this does not really increase the complexity, and gives the following algorithm.



Algorithm 1.4.12 (Kronecker-Binary). Given a, b putes the Kronecker symbol prime).



()



Z, this algorithm com(hence the Legendre symbol when b is an odd



1. [Test b = O] If b = O then output O if la1 algorithm.



#



E



1, 1 if la1 = 1 and terminate the



2. [Remove 2's from b] If a and b are both even, output O and terminate the algorithm. Otherwise, set v +- O and while b is even set v + v 1 and (a2 1) /8 b +- b/2. Then if v is even set k +-- 1, otherwise set k t (-1) ( by table lookup, not by computing (a2 - 1)/8). Finally, if b < O set b +- -b, and if in addition a < O set k t -k.



+



3. [Reduce size once] (Here b is odd and b > O.) Set a



t



a mod b.



4. [Finished?] If a = O, output O if b > 1, k if b = 1, and terminate the algorithm. 5. [Remove powers of 21 Set v +- O and, while a is even, set v a + a/2. If v is odd, set k + ( - 1 ) ( ~ ~ - l ) / 8 k .



+- v



+ 1 and



6. [Subtract and apply reciprocity] (Here a and b are odd.) Set r +- b-a. If r > 0, then set k t (-1)(a-1)(b-1)/4k(using if statements), b +- a and a c r, else set a +- -r. Go t o step 4.



Note that we cannot immediately reduce a modulo b a t the beginning of is not the algorithm. This is because when b is even the Kronecker symbol



(z)
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periodic of period b in general, but only of period 4b. Apart from this remark, the proof of the validity of this algorithm follows immediately from Theorem cl 1.4.10 and the validity of the binary algorithm. The running time of al1 of these Legendre symbol algorithms has the sarne order of magnitude as Euclid's algorithm, i.e. 0 ( l n 2 ~when ) carefully programmed, where N is an upper bound on the size of the inputs a and b. Note however that the constants will be different because of the special treatment of even numbers.



1.5 Computing Square Roots Modulo p We now come to a slightly more specialized question. Let p be an odd prime number, and suppose that we have just checked that ):( = 1 using one of the algorithms given above. Then by definition, there exists an x such that x2 = a (mod p). How do we find x? Of course, a brute force search would take time O(p) and, even for p moderately large, is out of the question. We need a faster algorithm to do this. At this point the reader might want to try and find one himself before reading further. This would give a feel for the difficulty of the problem. (Note that we will be considering much more difficult and general problems later on, so it is better to start with a simple one.) There is an easy solution which comes to rnind that works for half of the primes p, i.e. primes p E 3 (mod 4 ) . 1 claim that in this case a solution is given by = a(~+')/4 (mod P ) , the computat ion being done using the powering Algorithm 1.2.1. Indeed, since a is a quadratic residue, we have a ( ~ - ' ) / ~1 (mod p ) hence



-



x2



= a(~+1)/2 a . a( p - ' ) I 2



a



(mod p )



as claimed. A less trivial solution works for half of the remaining primes, i-e. primes / ~1 (rnod p) and since IFp = = / p z is a p 5 (mod 8 ) . Since we have a ( ~ - ' ) = field, we must have a(~-')/4 = - -J-1 (mod p). Now, if the sign is



+, then the reader can easily check as above that



-



x = a ( ~ + ~ ) / (mod ' p) is a solution. Otherwise, using p 5 (mod 8 ) and Theorem 1 - 4 7 ,we know that 2(p-')l2 -1 (mod p). Then one can check that z = 2a ( 4 a ) ( ~ - ~ )(mod l ~ p)



is a solution.
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Thus the only remaining case is p = 1 (mod 8). Unfortunately, this is the hardest case. Although, by methods similar to the one given above, one could give an infinite number of families of solutions, this would not be practical in any sense. 1.5.1 The Algorithm of Tonelli and Shanks



There are essentially three algorithms for solving the above problem. One is a special case of a general method for factoring polynomials modulo p, which we will study in Chapter 3. Another is due to Schoof and it is the only nonprobabilistic polynomial time algorithm known for this problem. It is quite complex since it involves the use of elliptic curves (see Chapter 7), and its practicality is not clear, although quite a lot of progress has been achieved by Atkin. Therefore, we will not discuss it here. The third and last algorithm is due to Tonelli and Shanks, and although probabilistic, it is quite efficient. It is the most natural generalization of the special cases studied above. We describe this algorithm here. We can always write p



-



1 = 2e q,



with q odd.



The multiplicative group (Z/pZ) * is isomorphic to the (additive) group Z/ (p 1)Z, hence its 2-Sylow subgroup G is a cyclic group of order 2e. Assume that one can find a generator z of G. The squares in G are the elements of order dividing 2e-1, and are also the even powers of z. Hence, if a is a quadratic residue rnod p, then, since a (~-1)/2= (aq)(2e-1) E 1 (mod p) ,



b = aq rnod p is a square in G, so there exists an even integer k with O 5 k such that aqzk = 1 in G.



< 2e



If one sets x = a(q+1)/2zk/27 it is clear that x2 = a (mod p), hence x is the answer. To obtain an algorithm, we need to solve two problems: finding a generator z of G, and computing the exponent k. Although very simple to solve in practice, the first problem is the probabilistic part of the algorithm. The best way to find z is as follows: choose at random an integer2e-1 n, and compute z = nQrnod p. Then it is clear that z is a generator of G (i.e. z = - 1 in G) if and only if n is a quadratic non-residue rnod p, and this occurs with probability close t o 1/2 (exactly (p - 1)/(2p)). Therefore, in practice, we will find a non-residue very quickly. For example, the probability that one does not find one after 20 trials is lower than 10-~.
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Finding the exponent k is slightly more difficult, and in fact is not needed explicitly (only a ( q + 1 ) / 2 z kis / 2 needed). The method is explained in the following complete algorithm, which in this form is due to Shanks.



Algorithm 1.5.1 (Square Root Mod p). Let p be an odd prime, and a E Z. Write p - 1 = 2e q with q odd. This algorithm, either outputs an x such that x2 = a (mod p), or says that such an x does not exist (i.e. that a is a quadratic non-residue rnod p). 1. [Find generator] Choose numbers n at random until (z) = -1. Then set P z +- nq (mod p). 2. [lnitialize] Set y



x



t



+-



z, r



+- e,



x



+=



a(q-')l2 (mod p), b



+-



ax2 (mod p),



ax (mod p).



3. [Find exponent] If b



=



1 (mod p), output x and terminate the algorithm. Otherwise, find the smallest m 2 1 such that b2m = 1 (mod p). If m = r, output a message saying that a is not a quadratic residue rnod p. 2r-m-1



4. [Reduce exponent] Set t t y , y +- t 2 , r operations done modulo p), and go t o step 3.



t



m, x c xt, b



+-



by (al1



Note that at the beginning of step 3 we always have the congruences modulo p: a b - x 2, Y 2'- 1 = -1, b2-l 1.



If Gr is the subgroup of G whose elements have an order dividing 2', then this says that y is a generator of G, and that b is in Gr-i, in other words that b is a square in Gr. Since r is strictly decreasing at each loop of the algorithm, the number of loops is at most e. When r 5 1 we have b = 1 hence the algorithm terminates, and the above congruence shows that x is one of the square roots of a rnod p. It is easy to show that, on average, steps 3 and 4 will require e 2 / 4 multiplications rnod p, and at most e2. Hence the expected running time of this algorithm is ~ ( l n ~ ~ ) . •



Remarks. (1) In the algorithm above, we have not explicitly computed the value of the exponent k such that aqrk = 1 but it is easy to do so if needed (see Exercise 25). (2) As already mentioned, Shanks's algorithm is probabilistic, although the only non-deterministic part is finding a quadratic non-residue rnod p, which seems quite a harmless task. One could try making it completely deterministic by successively trying n = 2 , 3 . . . in step 1 until a non-residue is found. This is a reasonable method, but unfortunately the most powerful analytical tools only allow us to prove that the smallest quadratic non-residue is O ( p a ) for a non-zero a.Thus, this deterministic algorithm,
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although correct, may have, as far as we know, an exponential running time. If one assumes the Generalized Riemann Hypot hesis (GRH) , then one can prove much more, i.e. that the smallest quadratic non-residue is ~ ( l n ~hence ~ ) ,this gives a polynomial running time (in ~ ( l n since ~ ~ ) computing a Legendre symbol is in ~ ( l n ~ ~In) )fact, . Bach [Bach] has proved that for p > 1000 the smallest non-residue is less than 21n2p. In any case, in practice the probabilistic method and the sequential method (i.e. choosing n = 2,3, ...) give essentially equivalent running times. (3) If m is an integer whose factorization into a product of prime powers is completely known, it is easy to write an algorithm to solve the more general problem x2 a (mod rn) (see Exercise 30). 1.5.2 The Algorithm of Cornacchia



A well known theorem of Fermat (see [H-W]) says that an odd prime p is a sum of two squares if and only if p



1 mod 4, i.e. if and only if -1 is a quadratic residue mod p. Furthermore, up to sign and exchange, the representation of p as a sum of two squares is unique. Thus, it is natural t o ask for an algorithm to compute x and y such that x2 y2 = p when p 1 mod 4. More generally, given a positive integer d and an odd prime p, one can ask whether the equation



+



has a solution, and for an algorithm t o find x and y when they exist. There is a pretty algorithm due t o Cornacchia which solves both problems simultaneously. For the beautiful and deep theory concerning the first problem, which is closely related to complex multiplication (see Section 7.2) see [Cox]. First, note that a necessary condition for the existence of a solution is that -d be a quadratic residue modulo p. Indeed, we clearly must have y f O mod p hence (xY-')~ I - d m o d p , where y-' denotes the inverse of y modulo p. We therefore assume that this condition is satisfied. By using Algorithm 1.5.1 we can find an integer xo such t hat xo2 = -d m o d p and we may assume that p/2 < xo < p. Cornacchia's algorithm tells us that we should simply apply Euclid's Algorithm 1.3.1 t o the pair (a,b) = (p, XO) until we obtain a number b such that b 2 since for p = 2 there are just two values t o try.



Algorithm 1.6.1 (Roots Mod p). Given a prime number p > 3 and a polynomial P E IFp[X]. this algorithm outputs the roots of P in IF,. This algorithm will be called recursively, and it is understood that al1 the operations are done in IF,. 1. [lsolate roots in IF,] Compute A(X) t (XP - X , P ( X ) ) as explained below. If A(0) = O, output O and set A(X) t A(X)/X. 2. [Small degree?] If deg(A) = O, terminate the algorithm. If deg(A) = 1, and A(X) = alX+ao, output -ao/al and terminate the algorithm. If deg(A) = 2 and A(X) = a2XZ alX ao, set d +-- a: - 4aoa2, compute e +- Jd using Algorithm 1.5.1, output (-al + e)/(2a2) and (-al - e)/(2a2), and terminate the algorithm. (Note that e will exist.) 3. [Random splitting] Choose a random a E IFpl and compute B ( X ) +- ((X + a)(p-l)I2 - 1,A(X)) as explained below. If deg(B) = O or deg(B) = deg(A).



+



+



go t o step 3.



4. [Recurse] Output the roots of B and A/B using the present algorithm recursively (skipping step l), and terminate the algorithm.



Proof. The elements of lF, are the elements x of an algebraic closure which satis@ XP = x. Hence, the polynomial A computed in step 1 is, up t o a constant factor, equal to the product of the X - x where the x are the roots of P in IF,. Step 3 then splits the roots x in two parts: the roots such that x + a is a quadratic residue mod p, and the others. Since a is random, this
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has approximately one chance in 2deg(A)-1 of not splitting t h e polynomial A O into smaller pieces, and this shows that the algorithm is valid. Implementation Remarks. (1) step 2 can be simplified by not taking into account the case of degree 2, but this gives a slightly less efficient algorithm. Also, if step 2 is kept as it is, it may be worthwhile to compute once and for al1 the quadratic non-residue mod p which is needed in Algorithm 1.5.1. (2) When we are asked to compute a GCD of the form gcd(un - b,c), we must not compute un - b, but instead we compute d t un mod c using the powering algorithm. Then we have gcd(un - b,c) = gcd(d - b, c ) . In addition, since u = X a is a very simple polynomial, the left-right versions of the powering algorithm (Algorithms 1.2.3 and 1.2.4) are more advantageous here. (3) When p is small, and in particular when p is smaller than the degree of A(X), it may be faster to simply test al1 values X = O , . . . , p - 1. Thus, the above algorithm is really useful when p is not too small. In that case, it may be faster to compute g c d ( ~ ( ~ - 1 )-/ 21,A(X - a)) than gcd((X a)(p-')12 - 1,A(X)).



+



+



1.7 Power Detection In many algorithms, it is necessary to detect whether a number is a square or more generally a perfect power, and if it is, to compute the root. We consider here the three most frequent problems of this sort and give simple arithmetic algorithms to solve them. Of course, to test whether n = mk, you can always compute the nearest integer to eln"Ik by transcendental rneans, and see if the kth power of that integer is equal to n. This needs to be tried only for k 5 lg n. This is clearly quite inefficient, and also requires the use of transcendental functions, so we turn to better methods. 1.7.1 Integer Square Roots



We start by giving an algorithm which computes the integer part of the square root of any positive integer n. It uses a variant of Newton's method, but works entirely with integers. The algorithm is as follows. Algorithm 1.7.1 (Integer Square Root).



Given a positive integer n, this algorithm computes the integer part of the square root of n, i.e. the number m such that m2 5 n < ( m I ) ~ .



+



1. [Initialize] Set x + n (see discussion). 2. [Newtonian step] Set y



+-



[(x + [ n / x ] ) / 2 ] using integer divides and shifts.
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3. [Finished?] If y < x set x terminate the algorithm.
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y and go to step 2. Otherwise, output x and



Proof. By step 3, the value of x is strictly decreasing, hence the algorithm terminates. We must show that the output is correct. Let us set q = [ f i l . Since (t n/t)/2 2 fi for any positive real value of t , it is clear that the inequality x 2 q is satisfied throughout the algorithm (note that it is also satisfied also after the initialization step). NOWassume that the termination condition in step 3 is satisfied, i.e. that y = [(x + n/x)/2] 2 x. We must show that x = q. Assume the contrary, i-e. that x 2 q + 1. Then,



+



> +



Since x q 1 >fi,we have n - x2 < 0, hence y - x < O contradiction. O This shows the validity of the algorithm.



Remarks. (1) We have written the formula in step 2 using the integer part function twice to emphasize that every operation must be done using integer arithmetic, but of course mathematically speaking, the outermost one would be enough. (2) When actually implementing this algorithm, the initialization step must be modified. As can be seen from the proof, the only condition which must be satisfied in the initialization step is that x be greater or equal to the integer part of fi. One should try to initialize x as close as possible to this number. For example, after a O(ln1nn) search, as in the left-right binary powering Algorithm 1.2.2, one can find e such that 2e 5 n < 2=+'. Then, one can take x + 2L(e+2)/2j.Another option is to compute a single precision floating point approximation to the square root of n and to take the ceiling of that. The choice between these options is machine dependent. (3) Let us estimate the running time of the algorithm. As written, we will spend a lot of time essentially dividing x by 2 until we are in the right ball-park, and this requires O(1nn) steps, hence 0(ln3n) running time. However, if care is taken in the initialization step as mentioned above, we can reduce this to the usual number of steps for a quadratically convergent algorithm, i.e. O(ln1n n). In addition, if the precision is decreased at each iteration, it is not difficult to see that one can obtain an algorithm which runs in 0(1n2n) bit operations, hence only a constant times slower than multiplication/division.



1.7.2 Square Detection



Given a positive integer n , we want to determine whether n is a square or not. One method of course would be to compute the integer square root of
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using Algorithm 1.7.1, and to check whether n is equal to the square of the result. This is far from being the most efficient method. We could also use Exercise 22 which says that a number is a square if and only if it is a quadratic residue modulo every prime not dividing it, and compute a few Legendre symbols using the algorithms of Section 1.4.2. We will use a variant of this method which replaces Legendre symbol computation by table lookup. One possibility is to use the following algorithm.



n



Precomputations 1.7.2. This is t o be done and stored once and for all. 1. [Fill 111 For k = O to 10 set q l l [ k ] + O. Then for k = O to 5 set q l l [ k 2 rnod



i l ] + 1. 2. [Fill 631 For k = 0 t o 62 set q63[k]+ O. Then for k = O to 31 set q63[k2 rnod



631



+ 1.



3. [Fill 641 For k = O to 63 set q64[k] t O. Then for k = O to 31 set q64[k2 rnod 641 +-- 1 . 4. [Fill 651 For k = O t o 64 set q65[k]+ O. Then for k = O to 32 set q65[k2 rnod 651 t 1.



Once the precomputations are made, the algorithm is simply as follows.



Algorithm 1.7.3 (Square Test).



Given a positive integer n, this algorithm determines whether n is a square or not, and if it is, outputs the square root of n. We assume that the precomputations 1.7.2 have been made.



1. [Test 641 Set t + n rnod 64 (using if possible only an and statement). If q64[t] = O, n is not a square and terminate the algorithm. Otherwise, set r + n rnod 45045. 2. [Test 631 If q63[r rnod 631 = O, n is not a square and terminate the algorithm. 3. [Test 651 If q65[r rnod 651 = O, n is not a square and terminate the algorithm. 4. [Test 111 If q l l [ r rnod I l ] = O, n is not a square and terminate the algorithm.



+



5. [Compute square root] Compute q + using Algorithm 1.7.1. If n q 2 , n is not a square and terminate the algorithm. Otherwise n is a square, output q and terminate the algorithm.



The validity of this algorithm is clear since if n is a square, it must be a square modulo k for any k . Let us explain the choice of the moduli. Note first that the number of squares modulo 64,63,65,11 is 12,16,21,6 respectively (see Exercise 23). Thus, if n is not a square, the probability that this will not have been detected in the four table lookups is equal to



and this is less than one percent. Therefore, the actual computation of the integer square root in step 5 will rarely be done when n is not a square. This
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is the reason for the choice of the moduli. The order in which the tests are done comes from the inequalities



If one is not afraid to spend memory, one can also store the squares modulo 45045 = 63 . 65 . 11, and then only one test is necessary instead of three, in addition to the modulo 64 test. Of course, other choices of moduli are possible (see [Nic]), but in practice the above choice works well. 1.7.3 Prime Power Detection



The last problem we will consider in this section is that of determining whether n is a prime power or not. This is a test which is sometimes needed, for example in some of the modern factoring algorithms (see Chapter 10). We will not consider the problem of testing whether n is a power of a general number, since it is rarely needed. The idea is to use the following proposition. Proposition 1.7.4. Let n = pk be a prime power. Then



(1) For any a we have p 1 (an - a, n). (2) If k 2 2 and p > 2, let a be a witness to the compositeness of n given b y the Rabin-Miller test 8.2.2, i.e. such that (a,n) = 1, and ÿ n - 1 = 2tq with q odd, then aq f 1 (mod n) and for al1 e such that O 5 e 5 t - 1 then a2'q f - 1 (mod n). Then (an - a, n) is a non-trivial divisor of n (i. e. i s diflerent from 1 and n).



Proof. By Fermat's theorem, we have an a (mod p), hence (1) is clear. Let us prove (2). Let a be a witness to the compositeness of n as defined above. By (l),we already know that (an -a, n) > 1. Assume that (an-a, n) = n, i.e. that an G a (mod n). Since (a,n) = 1 this is equivalent to an-' 5 1 (mod n), i.e. a2(q = 1 (mod n ) . Let f be the smallest non-negative integer such that a2'q = 1 (mod n). Thus f exists and f 5 t. If we had f = O, this would contradict the definition of a witness (a9 f 1 (mod n)). So f > O. But then we can write pk 1 (a2f-1q - 1)(a2' 1)



+



and since p is an odd prime, this implies that pk divides one of the two factors. 2s-1 2s -1 But pk 1 (a - 1) contradicts the minimality of f , and pk 1 (a 1) contradicts the fact that a is a witness (we cannot have a2'q = -1 (mod n ) for e < t ) , hence we have a contradiction in every case thus proving the O proposition.



+



1 Fundamental Number-Theoretic Algorithms This leads t o the following algorithm.



Algorithm 1.7.5 (Prime Power Test). Given a positive integer n > 1, this with p prime, and if it is, algorithm tests whether or not n is of the form outputs the prime p.



1. [Case n even] If n is even, set p + 2 and go to step 4. Otherwise, set q



+--



n.



2. [Apply Rabin-Miller] By using Algorithm 8.2.2 show that either q is a probable prime or exhibit a witness a t o the compositeness of q. If q is a probable prime, set p +- q and go to step 4.



If d = 1or d = q, then n is not a prime power and terminate the algorithm. Otherwise set q t d and go to step 2.



3. [Compute GCD] Set d



+-(a9



- a, q).



4. [Final test] (Here p is a divisor of n which is almost certainly prime.) Using a primalily test (see Chapters 8 and 9) prove that p is prime. If it is not (an exceedingly rare occurence), set q t p and go to step 2. Otherwise, by dividing n by p repeatedly, check whether n is a power of p or not. If it is not, n is not a prime power, otherwise output p. Terminate the algorithm. We have been a little sloppy in this algorithm. For example in step 4, instead of repeatedly dividing by p we could use a binary search analogous t o the binary powering algorithm. We leave this as an exercise for the reader (Exercise 4).



1.8 Exercises for Chapter 1 1. Write a bare-bones multi-precision package as explained in Section 1.1.2. 2.



Improve your package by adding a squaring operation which operates faster than multiplication, and based on the identity (aX b)2 = a 2 X 2 b2 ((a b)l a2 - b2)x, where X is a power of the base. Test when a similar method applied to multiplication (see Section 3.1.2) becomes faster than the straightforward method.



3.



Given a 32-bit non-negative integer x, assume that we want to compute quickly the highest power of 2 dividing x (32 if x = O). Denoting by e(x) the exponent of this power of 2, show that this can be done using the formula



+



+ +



+



e(x) = t[(xn(x- 1)) mod 371 where t is a suitable table of 37 values indexed from O to 36, and aAbdenotes bitwise exclusive or (addition modulo 2 on bits). Show also that 37 is the least integer having this property, and find an analogous formula for 64-bit numbers. 4.



Given two integers n and p, give an algorithm which uses ideas similar to the binary powering algorithm, to check whether n is a power of p. Also, if p is kiiown to be prime, show that one can use only repeated squarings followed by a final divisibility test.
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5. Write a version of the binary GCD algorithm which uses ideas of Lehmer's algorithm, in particular keeping information about the low order words and the high order words. Try also to write an extended version. 6. Write an algorithm which computes (u,v, d) as in Algorithm 1.3.6, by storing the partial quotients and climbing back. Compare the speed with the algorithms of the text. 7.



Prove that at the end of Algorithm 1.3.6, one has vl = f b / d and v2 = ~ a / d , and determine the sign as a function of the number of Euclidean steps.



-



8. Write an algorithm for finding a solution to the system of congruences x E XI (mod m l ) and x x2 (mod m2) assuming that xi E 2 2 (mod gcd(m1, mn)). 9.



Generalizing Exercise 8 and Algorithm 1.3.12, write a general algorithm for finding an x satisfying Theorem 1.3.9.



10. Show that the use of Gauss's Algorithm 1.3.14 leads to a slightly different algorithm than Cornacchia's Algorithm 1.5.2 for solving the equation x2 dy2 = p (consider a = (p, 0) and b = (xo ,d)).



+



11. Show how to modify Lehmer 's Algorithm 1.3.13 for finding the continued fraction expansion of a real number, using the ideas of Algorithm 1.3.3, so as to avoid almost al1 multi-precision operations.



12. Using Algorithm 1.3.13, compute at least 30 partial quotients of the continued fraction expansions of the numbers e, e2, e3, e2I3 (you will need some kind of multi-precision to do this). What do you observe? Experiment with number of the form ealb, and try to see for which a/b one sees a pattern. Then try and prove it (this is difficult. I t is advised to start by doing a good bibliographic search). 13. Prove that if n = nina with n l and n;! coprime, then (Z/nZ)* (Z/nzL)*. Then prove Theorem 1.4.1.



E



(L/niZ)* x



14. Show that when a > 2, g = 5 is always a generator of the cyclic subgroup of order 2a-2 of (Z/2aZ)*. 15. Prove Proposition 1.4.6. 16. Give a proof of Theorem 1.4.7 (2) along the following lines (read Chapter 4 first if you are not farniliar with number fields). Let p and q be distinct odd primes. Set C = e2'"/p, R = Z[C] and .(P) =



(;)Ca.



amodp



a) Show that T ( ~=) (~- 1 ) ( ~ - ' ) / ' ~ and that r(p) is invertible in R/qR. b) Show that ~ ( p=) ):(~ T ( ~ (mod ) qR). c) Prove Theorem 1.4.7 (2), and modie the above arguments so as to prove Theorem 1.4.7 (1). 17. Prove Theorem 1.4.9 and Lemma 1.4.11. 18. Let p be an odd prime and n and integer prime to p. Then multiplication by n induces a permutation y, of the finite set (Z/pZ)*. Show that the signature of this permutation is equal to the Legendre symbol . Deduce from this another proof of the quadratic reciprocity law (Theorem 1.4.7).



(z)
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19. Generalizing Lemma 1.4.11, show the following general reciprocity law: if a and b are non-zero and a = 2aa1 (resp. b = 2Pb1) with a i and bl odd, then



20. Implement the modification suggested after Algorithm 1.4.10 (i.e. taking the smallest residue in absolute value instead of the smallest non-negative one) and compare its speed with that of the unmodified algorithm. 21. Using the quadratic reciprocity law, find the number of solutions of the congruence x3 1 (mod p) . Deduce from this the number of cubic residues rnod p, i.e. numbers a not divisible by p such that the congruence x3 a (mod p) has a solution.



=



22. Show that an integer n is a square if and only if dividing n.



(2) =



P



1 for every prime p not



23. Given a modulus m, give an exact formula for s(m), the number of squares modulo m, in other words the cardinality of the image of the squaring map from L/mZ into itself. Apply your formula to the special case m = 64,63,65,11. 24. Show that the running time of Algorithm 1.4.10 modified by keeping b odd, rnay be exponential time for some inputs. 25. Modify Algorithm 1.5.1 so that in addition to computing x, it also computes the (even) exponent k such that aqzk= 1 in G, using the notations of the text.



26. Give an algorithm analogous to Shanks's Algorithm 1.5.1, to find the cube roots of a rnod p when a is a cubic residue. It may be useful to consider separately the cases p 2 (mod 3) and p 1 (mod 3). 27. Given a prime number p and a quadratic non-residue a rnod p, we can consider K = F,2 = IFp(+). Explain how to do the usual arithmetic operations in K. Give an algorithm for computing square roots in K , assuming that the result is in K . 28. Generalizing Exercise 27, give an algorithm for computing cube roots in Fp2, and give also an algorithm for computing roots of equations of degree 3 by Cardano's formulas (see Exercise 28 of Chapter 3). 29. Show that, as claimed in the proof of Algorithm 1.5.1, steps 3 and 4 will require in average e2/4 and at most e2 multiplications modulo p.



np



30. Let m = pep be any positive integer for which we know the complete factorization into primes, and let a E Z. a) Give a necessary and sufficient condition for a to be congruent to a square modulo m, using several Legendre symbols. b) Give a closed formula for the number of solutions of the congruence x2 a (mod m). c) Using Shanks's Algorithm 1.5.1 as a sub-algorithm, write an algorithm for computing a solution to x2 a (mod m) if a solution exists (you should take care to handle separately the power of 2 dividing m). 31. Implement Algorithm 1.6.1 with and without the variant explained in Remark (3) following the algorithm, as well as the systematic trial of X = O, . . ., p - 1, and compare the speed of these three algorithms for different values of p and deg(P) or deg(A).
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32. By imitating Newton's method once again, design an algorithm for computing integer cube roots which works only with integers. 33. Show that, as claimed in the text, the average number of multiplications which are not squarings in the flexible left-right base 2k algorithm is approximately 2k-1 lg In 1 / ( k 1),and t hat the optimal value of k is the smallest int eger such t hat lg 1 n 1 5 ( k 1 )( k + 2 ) 2k-1 . 34. Consider the following modification t o Algorithm 1.2.4.2. We choose some odd number L such that 2 ' < L < 2' and precompute only z, z3,. . . , zL . Show that one can write any integer N in a unique way as N = 2t0(ao + 2t1(al . . . +2tea,)) wit h ai odd, ai 5 L , and ta2 k - 1 for i 2 1, but ti= k -1 only if ai > L - 2'-'. Analyze the resulting algorithm and show that, in certain cases, it is slightly faster than Algorithm 1.2.4.2.



+



+



+



+



(rn) Perhaps surprisingly, we can easily improve on Algorithm 1.2.4 by using a flex-



ible window of size at least k bits, instead of using a window of fixed size k . Indeed, it is easy to see that any positive integer N can be written in a unique way as



N



= 2t0(ao



+ 2t1(al + . . - + 2teae))



where t, 2 k for 1; 2 1 a,nd the a, a,re odd integers siich tha,t 1 5 a, 5 2" 1 (in Algorithm 1.2.4 we took to = O, t, = k for i ) 1, and O 5 a, 5 2" 1 odd or even). As before, we can precompute g3, g5, . . . , g 2 k - 1 and then compute gN by successive squarings and multiplications by g a L . TO find the a, and t,, we use the following immediate sub-algorithm.



Sub-Algorithm 1.2.4.1 (Flexible Base 2"igits). Given a positive integer N and k 2 1, this sub-algorithm computes the unique integers t, and ai defined above. We use [N]b,a t o denote the integer obtained by extracting bits a through b (inclusive) of N , where bit O is the least significant bit. 1. [Compute to] Let to t vz(N), e t O and s tto. 2 . [Compute a,] Let a, t [ N ] , + k - l , , . I f m=O, terminate the sub-algorithm. Other3. [Compute te] Set m t wise, set e t e 1, te t vz(m) k, s t s te and go t o step 2.



+



+



+



The flexible window algorithm is then as follows.



Algorithm 1.2.4.2 (Flexible Left-Right Base 2". Given g E G and n E algorithm computes gn in G. We write 1 for the unit element of G. 1. [Initialize] I f n = O, output 1 and terminate. I f n Otherwise, set N t n and z t g.



< O set N



Z, this



t -n and x t g-l.



2.



[Compute the a, and t,] Using the above sub-algorithm, compute a,, t, and e such that N = 2to(ao 2t1(al+ . , . 2teae)) and set f te.



3.



[Precornputations] Cornpute and store z" x5, . . . , zzk-'.



4.



[Loop] I f f = e



+



+



set y t x a f otherwise set y t x a f . y. Then repeat



Y+Y.Y. [Finished?]



tf



times



If f = O, output y and terrninate the algorithm. Otherwise, set f t f - 1 and go t o step 4. We have used above the word "surprisingly" to describe the behavior of this algorithm. Indeed, it is rlot a priori clear why it should be arly better tl- an Algoritl-~rn 1.2.4. An easy analysis shows, however, that the average number of multiplications + lg Inl/(k + 1) (instead of which are not squarings is now of the order of 2"' 2"' + lg Inl/k in Algorithm 1.2.4), see Exercise 33. The optimal value of k is the smallest integer satisfying the inequality lg In1 5 (k 1)(k + 2)2"'. In the above example where n has 100 decimal digits, the flexible base 25 algorithm takes on average (3/4)332 + 16 + 33216 N 320 multiplications, another 3% improvement. In fact, using a simple modification, in certain cases we can still easily improve (very slightly) on Algorithm 1.2.4.2, see Exercise 34. 5.



+



Chapter 2



Algorithms for Linear Algebra and Lattices



2.1 Introduction In many algorithms, and in particular in number-theoretic ones, it is necessary to use algorithms to solve common problems of linear algebra. For example, solving a linear system of equations is such a problem. Apart from stability considerations, such problems and algorithms can be solved by a single algorithm independently of the base field (or more generally of the base ring if we work with modules). Those algorithms will naturally be called linear algebra algorithms. On the other hand, many algorithms of the same general kind specifically deal with problems based on specific properties of the base ring. For example, if the base ring is Z (or more generally any Euclidean domain), and if L is a submodule of rank n of Zn, then Zn/L is a finite Abelian group, and we may want to know its structure once a generating system of elements of L is known. This kind of problem can loosely be called an arithmetic linear algebra problem. Such problems are trivial if Z is replaced by a field K. (In Our example we would have L = Kn hence the quotient group would always be trivial.) In fact we will see that a submodule of Zn is called a lattice, and that essentially al1 arithmetic linear algebra problems deal with lattices, so we will use the term lattice algorithms to describe the kind of algorithms that are used for solving arithmetic linear algebra problems. This chapter is therefore divided into two parts. In the first part, we give algorithms for solving the most common linear algebra problems. It must be emphasized that the goal will be to give general algorithms valid over any field, but that in the case of imprecise fields such as the field of real numbers, care must be taken to insure stability. This becomes an important problem of numerical analysis, and we refer the reader to the many excellent books on the subject ([Gol-Van], [PFTV]). Apart from mentioning the difficulties, given the spirit of this book we will not dwell on this aspect of linear algebra. In the second part, we recall the definitions and properties of lattices. We will assume that the base ring is L, but essentially everything carries over t o the case where the base ring is a principal ideal domain (PID), for example K [ X ] where , K is a field. Then we describe algorithms for lattices. In particular we discuss in great detail the LLL algorithm which is of fundamental importance, and give a number of applications.
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2.2 Linear Algebra Algorithms on Square Matrices 2.2.1 Generalities on Linear Algebra Algorithms



Let K be a field. Linear algebra over K is the study of K-vector spaces and K linear maps between them. We will always assume that the vector spaces that we use are finite-dimensional. Of course, infinite-dimensional vector spaces arise naturally, for example the space K[X] of polynomials in one variable over K. Usually, however when one needs to perform linear algebra on these spaces it is almost always on finite-dimensional subspaces. A K-vector space V is an abstract object, but in practice, we will assume that V is given by a basis of n linearly independent vectors VI, . . . v, in some Km (where r n is greater or equal, but not necessarily equal t o n). This is of course highly non-canonical, but we can always reduce to that situation. Since Km has by definition a canonical basis, we can consider V as being given by an m x n matrix M(V) (i.e. a matrix with m rows and n columns) such that the colurnns of M(V) represent the coordinates in the canonical basis of Km of the vectors Vi. If n = m, the linear independence of the Vi means, of course, that M(V) is an invertible matrix. (The notation M(V) is slightly improper since M(V) is attached, not to the vector space V, but to the chosen basis vi .) Note that changing bases in V is equivalent to multiplying M(V) on the right by an invertible n x n matrix. In particular, we may want the matrix M(V) to satisfy certain properties, for example being in upper triangular form. We will see below (Algorithm 2.3.11) how to do this. A linear map f between two vector spaces V and W of respective dimensions n and m will in practice be represented by an m x n matrix M (f ) ,M ( f ) being the matrix of the map f with respect to the bases M(V) and M(W) of V and W respectively. In other words, the j-th column of M ( f ) represents the coordinates of f (vj) in the basis wi, where the vj correspond to the columns of M(V), and the wi to the columns of M(W). Note that in the above we use column-representation of vectors and not row-representation; this is quite arbitrary, but corresponds t o traditional usage. Once a choice is made however, one must consistently stick with it. Thus, the objects with which we will have to work with in performing linear algebra operations are matrices and (row or column) vectors. This is only for practical purposes, but keep in mind that it rarely corresponds to anything canonical. The interna1 representation of vectors is completely straightforward (i.e. as a linear array). For matrices, essentially three equivalent kinds of representation are possible. The particular one which should be chosen depends on the language in which the algorithms will be implemented. For example, it will not be the same in Fortran and in C. One representation is to consider matrices as (row) vectors of (column) vectors. (We could also consider them as column vectors of row vectors but
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the former is preferable since we have chosen to represent vectors mainly in column-representation.) A second method is to represent matrices as twodimensional arrays. Finally, we can also represent matrices as one-dimensional arrays, by adding suitable macro-definitions so as to be able to access individual elements by row and column indices. Whatever representation is chosen, we must also choose the index numbering for rows and columns. Although many languages such as C take O as the starting index, for consistency with usual mathematical notation we will assume that the first index for vectors or for rows and columns of matrices is always taken to be equal to 1. This is not meant to suggest that one should use this in a particular implementation, it is simply for elegance of exposition. In any given implementation, it may be preferable to make the necessary trivial changes so as to use O as the starting index. Again, this is a language-dependent issue. 2.2.2 Gaussian Elimination and Solving Linear Systems



The basic operation which is used in linear algebra algorithms is that of Gaussian elimination, sometimes also known as Gaussian pivoting. This consists in replacing a column (resp. a row) C by some linear combination of al1 the columns (resp. rows) where the coefficient of C must be non-zero, so that (for example) some coefficient becomes equal to zero. Another operation is that of exchanging two columns (resp. rows). Together, these two basic types of operations (which we will cal1 elementary operations on columns or rows) will allow us to perform al1 the tasks that we will need in linear algebra. Note that they do not change the vector space spanned by the columns (resp. rows). Also, in matrix terms, performing a series of elementary operations on columns (resp. rows) is equivalent to right (resp. left) multiplication by an invertible square matrix of the appropriate size. Conversely, one can show (see Exercise 1) that an invertible square matrix is equal to a product of matrices corresponding to elementary operations. The linear algebra algorithms that we give are simply adaptations of these basic principles to the specific problems that we must solve, but the underlying strategy is always the same, i.e. reduce a matrix to some simpler form (i.e. with many zeros at suitable p/laces) so that the problem can be solved very simply. The proofs of the algorithms are usually completely straightforward, hence will be given only when really necessary. We will systematically use the following notation: if M is a matrix, M j denotes its j-th column, M,! its i-th row, and mi,j the entry at row i and column j. If B is a (column or row) vector, bi will denote its i-th coordinate. Perhaps the best way to see Gaussian elimination in action is in solving square linear systems of equations. Algorithm 2.2.1 (Square Linear System). Let M be an n x n matrix and B a column vector. This algorithm either outputs a message saying that M is not
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invertible, or outputs a column vector X such that M X = B. We use an auxiliary column vector C. 1. [Initialize] Set j +- O. 2. [Finished?] Let j + j 1. If j > n go to step 6.



+



>



3. [Find non-zero entry] If mi,j = O for al1 i j, output a message saying that M is not invertible and terminate the algorithm. Otherwise, let i 2 j be some index such that mi,j # 0. 4. [Swap?] If i > j, for 1 = j, . . . ,n exchange mi,r and mj,l, and exchange bi and bj. 5. [Eliminate] (Here mj,j # O.) Set d +- mi: and for al1 k > j set ck dmkjj. Then, for al1 k > j and 1 > j set mk,i + mk,i - ckmj,c. (Note that we do not need to compute this for 1 = j since it is equal to zero.) Finally, for k > j set bk + bk - ckbj and go to step 2. 6. [Solve triangular system] (Here M is an upper triangular matrix.) For i = n n - 1,. . . 1 (in that order) set xi +- (bi - C i c j < n m i , j ~ j ) / m i , ioutput l X = ( x ~ -) ~- < and ~ < ,terminate the algorithm. +-



Note that steps 4 and 5 (the swap and elimination operations) are really row operations, but we have written them as working on entries since it is not necessary to take into account the first j - 1 columns. Note also in step 5 that we start by computing the inverse of mj,j since in fields like IFp division is usually much more time-consuming than multiplication. The number of necessary multiplications/divisions in this algorithm is clearly asymptotic to n3/3 in the general case. Note however that this does not represent the true complexity of the algorithm, which should be counted in bit operations. This of course depends on the base field (see Section 1.1.3). This remark also applies to al1 the other linear algebra algorithms given in this chapter. Inverting a square matrix M means solving the linear systems M X = Ei, where the Ei are the canonical basis vectors of Kn, hence one can achieve this by successive applications of Algorithm 2.2.1. Clearly, it is a waste of time to use Gaussian elimination on the matrix for each linear system. (More generally, this is true when we must solve several linear systems with the same matrix M but different right hand sides B.) We should compute the inverse of M , and then the solution of a linear system requires only a simple matrix times vector multiplication requiring n2 field multiplications. To obtain the inverse of M, only a slight modification of Algorithm 2.2.1 is necessary. Let M be an n x n matrix. This algorithm either outputs a message saying that M is not invertible, or outputs the inverse of M. We use an auxiliary column vector C and we recall that B: (resp. X l ) denotes the i-th row of B (resp. X).



Algorithm 2.2.2 (Inverse of a Matrix).
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1. [lnitialize] Set j +- O, B +- In,where In is the n x n identity matrix. 2. [Finished?] Let j +- j 1. If j > n, go t o step 6.



+



3. [Find non-zero entry] If mi,j = O for al1 i 2 j, output a message saying that M is not invertible and terminate the algorithm. Otherwise, let i j be some index S U C ~that mi,j # O.



>



4. [Swap?] If i



> j,



for 1 = j,. . . , n exchange mi,c and mj,i, and exchange the



rows Bi and Bi.



5. [Eliminate] (Here mj,j # O.) Set d +- mi: and for ail k > j set ci, +- dmkj. Then for al1 k > j and 1 > j set mk,i +- mk,i - c,+mj,r.(Note that we do not need to compute this for 1 = j since it is equal to zero.) Finally, for al1 k > j set Bi +- Bk - ckB; and go t o step 2. 6. [Solve triangular system] (Here M is an upper triangular matrix.) For i = n, n - 1,. . . , 1 (in that order) set X: +- (Bi mi,jXi)/mi,i, output the matrix X and terminate the algorithm.



It is easy to check that the number of multiplications/divisions needed is asymptotic to 4n3/3 in the general case. This is only four times longer than the number required for solving a single linear system. Thus as soon as more than four linear systems with the same matrix need to be solved, it is worthwhile to compute the inverse matrix.



Remarks. (1) In step 1 of the algorithm, the matrix B is initialized to In.If instead, we initialize B to be any n x rn matrix N for any m, the result is the matrix M - ' N , and this is of course faster than computing M-' and then the matrix product. The case m = 1 is exactly Algorithm 2.2.1. (2) Instead of explicitly computing the inverse of M, it is worthwhile for many applications to put M in L U P form , i.e. to find a lower triangular matrix L and an upper triangular matrix U such that M = L U P for some permutation matrix P. (Recall that a permutation mat* is a square matrix whose elements are only O or 1 such that each row and column has exactly one 1.) Exercise 3 shows how this can be done. Once M is in this form, solving linear systems, inverting M, computing det (M), etc . . . is much simpler (see [AHUJ and [PFTVJ). 2.2.3 Computing Determinants



To compute determinants, we can simply use Gaussian elimination as in Algorithm 2.2.1. Since the final matrix is triangular, the determinant is trivial to compute. This gives the following algorithm.



Algorithm 2.2.3 (Determinant, Using Ordinary Elimination). Let M be an n x n matrix. This algorithm outputs the determinant of M. We use an auxiliary column vector C.
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1. [Initialize] Set j + O, x 2. (Finished?] Let j



+-



j



t-



1.



+ 1. If j > n output 3: and terminate the algorithm.



3. [Find non-zero entry] If milj = O for al1 i 2 j, output O and terminate the algorithm. Otherwise. let i 2 j be some index such that milj # O.



> j, for 1 = j , . . . , n exchange mi,i and mj,i, and set x t- -x. [Eliminate] (Here mj,j # O.) Set d t m z and for al1 k > j set ck + dmklj. Then for al1 k > j and 1 > j set mkli + mk - ckmj,l. (Note that we do not



4. [Swap?] If i



5.



need t o compute this for 1 = j since it is equall t o zero.) Finally, set x and go t o step 2.



+-



x.mj,j



The number of multiplications/divisions needed in this algorithm is clearly of the same order as Algorithm 2.2.1, i.e. asymptotic to n3/3 in general. Very often, this algorithm will be used in the case where the matrix M has entries in Z or some polynomial ring. In this case, the elimination step will introduce denominators, and these have a tendency to get very large. Furthermore, the coefficients of the intermediate matrices will be in Q (or some rational function field), and hence large GCD computations will be necessary which will slow down the algorithm even more. Al1 this is of course valid for the other straightforward elimination algorithms that we have seen. On the other hand, if the base field is a finite field IF,, we do not have such problems. If the base field is inexact, like the real or complex numbers or the p-adic numbers, care must be taken for numerical stability. For example, numerical analysis books advise taking the largest non-zero entry (in absolute value) and not the first non-zero one found. We refer to [Gol-Van], [PFTV] for more details on these stability problems. To overcome the problems that we encounter when the matrix M has integer coefficients, several methods can be used (and similarly when M has coefficients in a polynomial ring). The first method is to compute det(M) modulo sufficiently many primes (using Algorithm 2.2.3 which is efficient here), and then use the Chinese remainder Theorem 1.3.9 to obtain the exact value of det(M). This can be done as soon as we know an a priori upper bound for 1 det(M)1. (We then simply choose sufficiently many primes pi so that the product of the pi is greater than twice the upper bound.) Such an upper bound is given by Hadamard's inequality which we will prove below (Corollary 2.5.5; note that this corollary is proved in the context of real matrices, i.e. Euclidean vector spaces, but its proof is identical for Hermitian vector spaces). Proposition 2.2.4 (Hadamard's Inequalit~).If M = (mij)l O if and only if mj,,, = -1 and al1 other entries in column cj are equal t o zero. Note also that step 3 looks complicated because 1 wanted to give as efficient an algorithm as possible, but in fact it corresponds to elementary row operations. Only a slight modification of this algorithm gives the image of M, i.e. a basis for the vector space spanned by the columns of M. In fact, apart from the need to make a copy of the initial matrix M , only step 5 needs to be changed.



Algorithm 2.3.2 (Image of a Matrix). Given an m x n matrix M = (milj) with 1 5 i < m and 1 < j 5 n having coefficients in a field K , this algorithm outputs a basis of the image of M, i.e. the vector space spanned by the columns of M. We use auxiliary constants q (15 i 5 m).



1 and for i = 1,.. . ,ml set q + 0, and let N +- M (we need to keep a copy of the initial matrix M). 2. [Scan column] If there does not exists a j such that 1 < j 5 m with mj,k # 0 and cj = O then set r + r + 1, d k +-O and go to step 4. 1. [Initialize] Set r



+-



O, k



3. [Eliminate] Set d +dmj,,. Then for al1 i



+-



-1



+



, mjlk + -1 and for s = k 1 , . . . , n set mj,, +1 5 z 5 m and i # j set d + milkrmilk + 0
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dk



k



+ j.



4. [Finished?] If k



+ 1,. . . ,n set mi,, n go t o step 6.



3. [Find non-zero entry] If m i j = O for al1 i such that m 2 i 2 j , output a message saying that the columns of M are not linearly independent and terminate the algorithm. Otherwise, let i be some index such that m 1 i 2 j and milj # O.



4. [Swap?] If i > j , for 1 = j , . . . ,n exchange mi,r and r n j , ~ and , exchange the rows Bi and B j .



-'



5. [Eliminate] (Here mj,j # O.) Set d + mjjj and for al1 k such that m 2 k > j set ck +- dmklj. Then for al1 k and 1 such that m 1k > j and n 2 1 > j set mk,l +- mk,l - ckmj,l. Finally, for al1 k such t h a t rn 2 k > j set Bk +B(,- ckB; and go t o step 2.



6. [Solve triangular system]- (Here the first n rows of M form an upper triangular matrix.) For i = n, n - 1,.. . , 1 (in that order) set Xi + (Bi ~



C i 



Note that in practice the columns of M represent a basis of some vector space hence are linearly independent. However, it is not difficult to modify this algorithm to work without the assumption that the columns of M are linearly independent. Another problem which often arises is t o find a supplement to a subspace in a vector space. The subspace can be considered as given by the coordinates of a basis on some basis of the full space, hence as an n x k matrix M with k 5 n of rank equal to k. The problem is to supplement this basis, i.e. to find an invertible n x n matrix B such that the first k columns of B form the matrix M.A basis for a supplement of our subspace is then given by the last n - k columns of B. This can be done using the following algorithm.



Algorithm 2.3.6 (Supplement a Basis). Given an n x k matrix M with k 5 n having coefficients in a field K I this algorithm either outputs a message saying that M is of rank less than Ic, or outputs an invertible n x n matrix B such that the first k columns of B form the matrix M.Recall that we denote by Bj the columns of B. 1. [Initialize] Set s +-O and B



t



In.
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2. [Finished?] If s = k, then output B and terminate the algorithm.



+



>



3. [Search for non-zero] Set s +- s 1. Let t be the smallest j s such that mt ,# 0, and set d +- m$. If such a t 5 n does not exist, output a message sa;n ig that the matrix M is of rank less than k and terminate the algorithm.



4. [Modify basis and eliminate] Set Bt c B, (if t # s), then set B, +- MsThen for j = s 1 , . . . ,k, do as follows. Exchange m,,j and mt,j (if t # s). Set ms,j +- dmsj.Then, for al1 i # s and i # t, set mi,j +- mi,j - mi,,m,,j. Finally, go t o step 2.



+



Proof. This is an easy exercise in linear algebra and is left to the reader (Exercise 9). Note that the elimination part of step 4 ensures that the matrix BM stays constant throughout the algorithm, and at the end of the algorithm the first k rows of the matrix M form the identity matrix &, and the last n- k O rows are equal to O. Often one needs to find the supplement of a subspace in another subspace and net in the whole space. In this case, the simplest solution is to use a combination of Algorithms 2.3.5 and 2.3.6 a s follows.



Algorithm 2.3.7 (Supplement a Subspace in Another). Let V (resp. M) be an m x r (resp. m x n) matrix whose columns form a basis of some subspace F (resp. E ) of Kmwith r 5 n 5 m. This algorithm either finds a basis for a supplement of F in E or outputs a message saying that F is not a subspace of E. 1. [Find new coordinates] Using Algorithm 2.3.5, find an n x r inverse image matrix X such that V = MX. If such a matrix does not exist, output a message saying that F is not a subspace of E and terminate the algorithm. 2. [Supplement XI Apply Algorithm 2.3.6 t o the matrix X, thus giving an n x n



r columns form the matrix X. 3. [Supplement F in El Let C be the n x n - r matrix formed by the last n - r columns of B. Output M C and terminate the algorithm (the columns of M C will form a basis for a supplement of F in E ) . matrix B whose first



Note that in addition t o the error message of step 1, Algorithms 2.3.5 and 2.3.6 will also output error messages if the columns of V or M are not linearly independent. 2.3.3 Operations on Subspaces



The final algorithms that we will study concern the sum and intersection of two subspaces. If M and M' are m x n and m x n' matrices respectively, the columns of M (resp. M') span subspaces V (resp. V') of Km. To obtain a basis for the sum V V' is very easy.



+
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Algorithm 2.3.8 (Sum of Subspaces). Given an m x n (resp. m x nt) matrix M (resp. M t ) whose columns span a subspace V (resp. VI) of Km,this algorithm



finds a matrix N whose columns form a basis for V + VI. 1. [Concatenate] Let Mi be the m x (n + nt) matrix obtained by concatenating side by side the matrices M and Mt. (Hence the first n columns of Ml are those of M , the last n' those of Mt.) 2. Using Algorithm 2.3.2 output a basis of the image of M i and terminate the algorithm. Obtaining a basis for the intersection V n V' is not much more difficult.



Algorithm 2.3.9 (Intersection of Subspaces). Given an m x n (resp. m x nt) matrix M (resp. M t ) whose columns span a subspace V (resp. VI) of KmIthis algorithm finds a matrix N whose columns form a basis for V n V'. 1. [Compute kernel] Let Ml be the m x (n+n1) matrix obtained by concatenating side by side the matrices M and Mt. (Hence the first n columns of Mi are those of M . the last n' those of Mt.) Using Algorithm 2.3.1 compute a basis of the kernel of Ml, given by an (n nt) x p matrix N for some p. 2. [Compute intersection] Let Np be the n x p matrix obtained by extracting from N the first n rows. Set M2 +- M N n loutput the matrix obtained by applying Algorithm 2.3.2 to M2 and terminate the algorithm. (Note that if we know beforehand that the columns of M (resp. Mt) are also linearly independent. i.e. form a basis of V (resp. VI), we can simply output the matrix M2 without applying Algorithm 2.3.2.)



+



Proof. We will constantly use the trivial fact that a column vector B is in the span of the columns of a matrix M if and only if there exists a column vector X such that B = MX. Let Ni be the n' x p matrix obtained by extracting from N the last n' rows. By block matrix multiplication, we have MNl +M'Ni = O. If Biis the i-th column of M2 = MNl then BiE V, but Bi is also equal to the opposite of the i-th column of M'Ni, hence BiE VI. Conversely, let B E V n VI. Then we can write B = M X = M'X' for some column vectors X and X'. If Y is the n nt-dimensional column vector whose first n (resp. last nt) components are X (resp. -XI), we clearly have MpY = O, hence Y = N C for some column vector C. In particular, X = NpC hence B = M N I C = M2C, so B belongs t o the space spanned by the columns of M2. It follows that this space is equal to V n VI, and the image algorithm gives us a basis. If the columns of M (resp. M t ) are linearly independent, then it is left as an easy exercise for the reader to check that the columns of M2 are also linearly independent (Exercise 12), thus proving the validity of the algorithm.



+



O



As mentioned earlier, a subspace V of Km can be represented as an m x n matrix M = M(V) whose columns are the coordinates of a basis,of V on the
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canonical basis of Km. This representation depends entirely on the basis, so we may hope to find a more canonical representation. For example, how do we decide whether two subspaces V and W of Km are equal? One method is of course to check whether every basis element of W is in the image of the matrix V and conversely, using Algorithm 2.3.4. A better method is to represent V by a matrix having a special form, in the present case in column echelon form (see Definition 2.3.3).



Proposition 2.3.10. If V 2s a subspace of Km, there elmsts a unique basis of V such that the corresponding matrix M ( V ) is in column echelon fomn.



Proof. This will follow immediately from the following algorithm.



•



Algorithm 2.3.11 (Column Echelon Form). Given an m x n matrix M this algorithm outputs a matrix N in column echelon form whose image is equal to the image of M (i.e. N = M P for some invertible n x n matrix P ) .



1. [Inilrialize] Set i +- m and k



+-n.



2. [Search for non-zero] Search for the largest integer j 5 k such that mi,j # O. If such a j does not exist, go t o step 4. Otherwise, set d +- l / m i , j ,then for 1 = 1 , . . . , i set t + d m i j j ,mi,j + m l , k (if j # k ) and m l , k + t. 3. [Eliminate] For al1 j such that 1 5 j 5 n and j # k and for al1 1 such that 1 _< 1 i set ml,j +ml,j -mr,kmi,j. Finally, set k t k - 1.




 m. Since the non-zero columns of a matrix which is in column echelon form are linearly independent, this algorithm gives us an alternate way to compute the image of a matrix. Instead of obtaining a basis of the image as a subset of the columns, we obtain a matrix in column echelon form. This is preferable in many situations. Comparing the number of multiplications/divisions needed, this algorithm is slower than Algorithm 2.3.2 for n 5 m, but faster when n > m. 2.3.4 Remarks on Modules



We can study most of the above linear algebra problems in the context of modules over a commutative ring with unit R instead of vector spaces over a field. If the ring R is an integral domain, we can work over its field of fractions K. (This is what we did in the algorithms given above when we assumed that the matrices had integral entries.) However, this is not completely sat isfactory, since the answer that we want may be different. For example, to compute the
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kernel of a map defined between two free modules of finite rank (given as usual by a matrix), finding the kernel as a K-vector space is not sufficient, since we want it as an R-module. In fact, this kernel will usually not be a free module, hence cannot be represented by a matrix whose columns form a basis. One important special case where it will be free is when R is a principal ideal domain (PID, see Chapter 4). In this case al1 submodules of a free module of finite rank are free of finite rank. This happens when R = Z or R = k[X] for a field k. In this case, asking for a basis of the kernel makes perfectly good sense, and the algorithm that we have given is not sufficient. We will see later (Algorithm 2.4.10) how to solve this problem.



A second difficulty arises when R is not an integral domain, because of the presence of zero-divisors. Since almost al1 linear algebra algorithms involve elimination, i.e. division by an element of R, we are bound at some point to get a non-zero non-invertible entry as divisor. In this case, we are in more trouble. Sometimes however, we can work around this difficulty. Let us consider for example the problem of solving a square linear system over Z/rZ, where r is not necessarily a prime. If we know the factorization of r into prime powers, we can use the Chinese remainder Theorem 1.3.9 to reduce to the case where r is a prime power. If r is prime, Algorithm 2.2.1 solves the problem, and if r is a higher power of a prime, we can still use Algorithm 2.2.1 applied to the field K = Q p of padic numbers (see Exercise 2). But what are we to do if we do not know the complete factorization of r? This is quite common, since as we will see in Chapters 8, 9 and 10 large numbers (say more than 80 decimal digits) are quite hard to factor. Fortunately, we do not really care. After extracting the known factors of r, we are left with a linear system modulo a new r for which we know (or expect) that it does not have any small factors (say none less than 1 0 ~ ) We . then simply apply Algorithm 2.2.1. Two things may happen. Either the algorithm goes through with no problem, and this will happen as long as al1 the elements which are used to perform the elimination (which we will cal1 the pivots) are coprime to r. This will almost always be the case since r has no small factors. We then get the solution to the system. Note that this solution must be unique since the determinant of M, which is essentially equal to the product of the pivots, is coprime to r. The other possibility is that we obtain a pivot p which is not coprime to r . Since the pivot is non-zero (modulo r ) , this means that the GCD (p,r ) gives a non-trivial factor of r, hence we split r as a product of smaller (coprime) numbers and apply Algorithm 2.2.1 once again. The idea of working "as if" r was a prime can be applied to many number-theoretic algorithms where the basic assumption is that Z l r Z is a field, and usually the same procedure can be made to work. H. W. Lenstra calls the case where working this way we find a non-trivial factor of r a side ex2t. In fact, this is sometimes the main purpose of an algorithm. For example, the elliptic curve factoring algorithm (Algorithm 10.3.3) uses exactly this kind of side exit to factor r.
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2.4 Z-Modules and the Hermite and Smith Normal Forms 2.4.1 Introduction to &Modules



The most common kinds of modules that one encounters in number theory, apart from vector spaces, are evidently Z-modules, i.e. Abelian groups. The Z-modules V that we consider will be assumed to be finitely generated, in other words there exists a finite set (vi)i n, output the



matrix



H and the number p



5. [Modify Hi] Let V be the r-dimensional column vector whose j - t h coordinate is Hi - H j . Set X + D V , and for j 5 r set mj t [ x j l , where X j is the j - t h component of X. Finally, set Hi +- Him j H j and go t o step 4.



A practical implementation of this algorithm should use only an all-integer version of Algorithm 2.6.8 (see Exercise 26), and the other steps can be similarly modified so that al1 the computations are done with integers only.



If only the integer kernel of A is wanted, we may replace the test Bk < (0.75 - pk,k-i)Bk-i by Bk = 0, which avoids most of the swaps and gives a much faster algorithm. Since this algorithm is very useful, we give explicitly the complete integer version.
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A l g o r i t h m 2.7.2 (Kernel over Z Using LLL). Given an m x n matrix A with integral entries, this algorithm finds an LLL-reduced Z-basis for the kernel of A. We use an auxiliary n x n integral matrix H . We denote by H j the j - t h column of H and (to keep notations similar to the other LLL algorithms) by bj the j - t h column of A. All computations are done using integers only. We use an auxiliary set of flags f i , . . ., f , (which will be such that f k = O if and only if B k = 0). 1. [Initialize] Set k + 2. km, +- 1. do + 1, t +- bl . bi and H +-- In. If t # O set dl +- t and f i +- 1, otherwise set dl t 1 and f i + 0. 2. [Incremental Gram-Schmidt] If k 5 km, go to step 3. Otherwise, set kmax t k and for j = 1,. . .,k (in that order) do as follows. If f j = O and j < k, set Xk,j O. Otherwise, set u t bk - bj and for each i = 1,. . ., j - 1 (in that order) such that fi # O set +-



U



t



diu - X k , i X j , i di- 1



(the result is in Z), then, if j < k set X k , j t u and if j = k set dk +f k t 1 if u # O, dk t dk-l and fk t O if u = 0.



u and



3. [Test f k = O and f k - 1 # O] If f k - 1 # O, execute Sub-algorithm REDl(k, k-1) above. If f k - 1 # O and f k = O, execute Sub-algorithm SWAPK(k) below, set k t max(2, k - 1) and go to step 3. Otherwise, for each 1 = k - 2, k - 3, ... ,1 (in this order) such that f i # O, execute Sub-algorithm REDl(k, 1 ) above, then set k + k + l .



+



4. [Finished?] If k 5 n go to step 2. Otherwise, let r 1 be the least index such that f i # O ( r = n if al1 f i are equal to O). Using Algorithm 2.6.7, output an LLL-reduced basis of the lattice generated by the linearly independent vectors H l , . . ., H, and terminate the algorithm.



S u b - a l g o r i t h m SWAPK(k). Exchange the vectors Hk and Hk-1, and if k > 2, for ail j such that 1 5 j 5 k - 2 exchange X k , j with A k - l , j . Set A t A k , k - 1 . If A = 0, set dk-1 +- dk-2, exchange f k - 1 and f k (Le. set f k - i t O and f k +- l ) , set X k , k - i + 0 and for 2 = k 1,. . . , km, set Xi,k + X i l k - 1 and X i , k - 1 + O. If # o. for z = k 1,.. . ,km, set Xi,k-l XXi,k-l/dk-ll then set t + dk, dk-1 +- X2/dk-1, dk +- dk-1 then for j = k + 1 , . k m X- 1 and for i = j 1,.. . ,km, set X i y j + A i l j d k - l / t and finaliy for j = k + 1,. . .,km, set d j +- d j d k - l / t . Terminate the sub-algorithm.



+



+



+-



+



Remarks. (1) Since fi = O implies



Xk,i



= O, time can be saved in a few places by first



testing whether fi vanishes. The proof of the validity of this algorithm is left as an exercise (Exercise 24). (2) It is an easy exercise to show that in this algorithm



and that d j ~ i YEj Z (see Exercise 29).
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(3) An annoying aspect of Algorithm SWAPK is that when X # O, in addition to the usual updating, we must also update the quantities d j and X i y j for al1 i and j such that k 1 5 j < i 5 k,,. This comes from the single fact that the new value of dk is different from the old one, and suggests that a suitable modification of the definition of dl, can suppress this additional updating. This is indeed the case (see Exercise 30). Unfortunately, with this modification, it is the reduction algorithm RED1 which needs much additional updating. 1 do not see how to suppress the extra updating in SWAPK and in RED1 simultaneously.



+



2.7.2 Linear and Algebraic Dependence Using LLL



Now let us see how to apply the LLL algorithm to the problem of Z-linear independence. Let z l , ~ 2 .,. . , zn be n complex numbers, and the problem is to find a Z-dependence relation between them, if one exists. Assume first that the zi are real. For a large number N , consider the positive definite q u d r a t i c form in the ai:



This form is represented as a sum of n squares of linearly independent linear forms in the ai, hence defines a Euclidean scalar product on Rn, as long as zl # O, which we can of course assume. If N is large, a "short" vector of Z n for this form will necessarily be such that Izial+ . - + znanl is small, and also the ai for i > 1 not too large. Hence, if the zi are really Zlinearly dependent, by choosing a suitable constant N the dependence relation (which will make zial tnan equal to O up t o roundoff errors) will be discovered. The choice of the constant N is subtle, and depends in part on what one knows about the problem. If the Izil are not too far from 1 (meaning between 10-6 and 106, say), and are known with an absolute (or relative) precision E, then one should take N between l / e and l / e 2 , but E should also be taken quite small: if one expects the coefficients ai to be of the order of a , then one might take e = but in any case E < a-". Hence, we will start with the bi being the standard basis of Z n , and use LLL with the quadratic form above. One nice thing is that step 2 of the LLL algorithm can be avoided completely. Indeed, one has the following lemma.



+ +



Lemma 2.7.3. Wzth the above notations, i f we execute the complete Gram-



Schmidt orthogonalzzation procedure on the standard basis of Zn and the quadratic form



we have pi,l = ~ / z 1for 2 5 i 5 n, pi,j = O i f 2 5 j < i 5 n, bf bi - ( z i / z l ) b i , Bi = N i : , and Bk = 1 for 2 5 k 5 n.



=
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2.7 Applications of the LLL Algorithm



The proof is trivial by induction. It is easy to modify these ideas to obtain an algorithm which also works for complex numbers s. In this case, the quadratic form that we can take is



since the expression which multiplies N is now a sum of two squares of linear forms, and these forms will be independent if and only if z l / a is not real. We can however always satis& this condition by a suitable reordering: if there exists iand j such that zi/zj # W,then by applying a suitable permutation of the zi, we may assume that z1/z2 # R. On the other hand, if zi/zj E W for al1 i and j, then we can apply the algorithm to the real numbers 1,za/zl, . . . ,zn/zl. Al1 t his leads to the following algorit hm. Algorithm 2.7.4 (Linear Dependence). Given n complex num bers zl , . . . , z,, (as approximations). a large number N chosen as explained above, this algorithm finds Z-linear combinations o f small modulus between the z,. We assume that al1 the zi are non-zero, and that if one of the ratios %/zj is not real, the zi are reordered so that the ratio z2/z1 is not real. 1. [Initialize] Set bi +- [O,. . . ,1,.. . ,Oltl i.e. as a column vector the ith element o f the standard basis o f Zn. Then, set pi,j + O for al1 iand j with 3 5 j < i 5 n. Bi + Iz1l2. Bz +- Im(zl&), Bk + 1 for 3 k _< n, pi,l + Re(zl&)/Bl for




 1.) In this case however, some modifications may be useful. First note that Lemma 2.7.3 stays essentially the same if we replace the quadratic form Q (a) by



where the Xi are arbitrary positive real nurnbers (see Exercise 32). Now when testing for algebraic relations, we may or may not know in advance the degree of the relation. Assume that we do. (For example, if a = f i f i & we know that the relation will be of degree 8.) Then (choosing zi = an-" we would like to have small coefficients for an-% with i small, and allow larger ones for i large. This amounts to choosing Ai large for small i, and small for large i. One choice could be Xi = An-i for some reasonable constant A > 1 (at least such that An is much smaller than N). In other words, we look for an algebraic relation for zi/A. In other situations, we do not know in advance the degree of the relation, or even if the number is algebraic or not. In this case, it is probably not necessary to modi& Algorithm 2.7.4, i.e. we simply choose Xi = 1 for al1 i.



+



+



2.7 Applications of the LLL Algorithm



2.7.3 Finding Small Vectors in Lattices



For many applications, even though the LLL algorithm does not always give us the smallest vector in a lattice, the vectors which are obtained are sufficiently reasonable to give good results. We have seen one such example in the preceding section, where LLL was used to find linear dependence relations between real or complex numbers. In some cases, however, it is absolutely necessary t o find one of the smallest vectors in a lattice, or more generally al1 vectors having norm less than or equal to some constant. This problem is hard, and in a slightly modified form is known to be NP-complete, i.e. equivalent to the most difficult reasonable problems in computer science for which no polynomial time algorithm is known. (For a thorough discussion of NP-completeness and related matters, see for example [AHU].) Nonetheless, we must give an algorithm to solve it, keeping in mind that any algorithm will probably be exponential time with respect to the dimension. Using well known linear algebra algorithms (over R and not over Z), we can assume that the matrix defining the Euclidean inner product on Rn is diagonal 2 with respect to the canonical basis, Say Q(x) = ql,lxS + q2,2xa . . - qnqnXn. Once xi If we want Q(x) 5 C, Say, then we must choose lzll 5 is chosen, we choose 1x21 5 J(c - q ~ , , x : ) / ~ ~and , ~ ,so on. This leads to n nested loops, and in addition it is desirable to have n variable and not fixed. Hence it is not as straightforward to implement as it may seem. The idea is to use implicitly a lexicographic ordering of the vectors x. If we generalize this to non-diagonal quadratic forms, this leads to the following algorithm.



+ +



Algorithm 2.7.5 (Short Vectors). If Q is a positive definite quadratic form given by Q(X)



=



2



qi,i (xi



i=l



+



2



2



qi,jXj)



j=i+l



and a positive constant C, this algorithm outputs al1 the non-zero vectors x E Zn such that Q(x) 5 Cl as well as the value of Q(x). Only one of the two vectors in the pair (x,-x) is actually given. 1. [Initialize] Set i



+ n,



Ti



+



2. [Compute bounds] Set Z



+-



Cl Ui



+



O.



Jm,



Li +- LZ - UiI1 r i



+



+ [-Z



- Uil



- 1.



+



3. [Main loop] Set xi + xi 1. If xi > Li, set i +- i 1 and go to step 3. Otherwise. if i > 1. set Ti-1 t Ti - qi,i(xi u , ) ~ . i + i - 1, Ui t Cy==i+i qi,jxj. and go to step 2.



+



4. [Solution found] If x = O , terminate the algorithm. otherwise output x. Q(x) = C - Ti ql,l(xl Ul)2 and go to step 3.



+



+



Now, although this algorithm (due in this form to Fincke and Pohst) is quite efficient in small dimensions, it is far from being the wholestory. Since
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we have at Our disposa1 the LLL algorithm which is efficient for finding short vectors in a lattice, we can use it to modify our quadratic form so as to shorten the length of the search. More precisely, let R = ( r i j )be the upper triangular matrix defined by ri,i = Jq;;;,ri,j = ri,iqi,j for 1 5 i < j 2 n , ri,j = O for 1 2 j < i l n . Then Q(x) = X t R t Rx. Now cal1 ri the columns of R and ri the rows of R-'. Then from the identity R-'Rx = x we obtain X i = riRx, hence by the Cauchy-Schwarz inequality, 2:



t R t Rx)2 llr:112~. < ~lrill~(x



This bound is quite sharp since for example when the quadratic form is di, is agonal, we have Ilr: II2 = 1/qili and the bound that we obtain for x ~ Say, Using the LLL algorithm on the rows of R-', however, as usual will in general drastically reduce the norms of these rows, and hence improve correspondingly the search for short vectors.



4%.



As a final improvement, we note that the implicit lexicographic ordering on the vectors x used in Algorithm 2.7.5 is not unique, and in particular we can permute the coordinates as we like. This adds some more freedom on Our reduction of the matrix R. Before giving the final algorithm, due to Fincke and Pohst, we give the standard method to obtain the so-called Cholesky decomposition of a positive definite quadratic form, i.e. to obtain Q in the form used in Algorithm 2.7.5.



Algorithm 2.7.6 (Cholesky Decomposition). Let A be a real symmetric matrix of order n defining a positive definite quadratic form Q. This algorithm cornputes constants q i , j and a matrix R such that



Q(x) = Cqi,i( X i



+



i=l



C



j=i+l



or equivalently in matrix form A = RtR.



1. [Initialize] For al1 i and j such that 1 5 i 2 +-O. 2. [Loop on set



il Set i+ i + l .



+



Qi,j



and



qi,j



q i , j + a i , j , then



I f i = n , gotostep4. Otherwise, for j = i + 1 ,



qi,j/qi,i3. [Main loop] For al1 k and 1 such that i qj,i



5j I n set



set



...,n



+



+ 1 5 k 5 1 5 n set



and go t o step 2.



4. [Find matrix R I For i = 1,.. . ,n set i 5 n and ri,j = ri,iqi,j if 15 i < j



rili t



5n



Jq;;;,then set r i j



=O if 1 5 j



and terminate the algorithm.




 1. Show how to use Algorithm 2.2.1 over the field Q, to obtain at least one solution to the system, if such a solution exists. Compute in particular the necessary p-adic precision.



3. Write an algorithm which decomposes a square matrix M in the form M = LUP as mentioned in the text, where P is a permutation matrix, and L and U are lower and upper triangular matrices respectively (see [AHU] or [PFTV] if you need help). 4.



Give a detailed proof of Proposition 2.2.5.



+



5 . Using the notation of Proposition 2.2.5, show that for k 1 5 i,j 5 n , the coefficient a:! is equal to the (k + 1) x (k + 1) minor of Mo obtained by taking the first k rows and the i-th row, and the first k columns and the j-th column of Mo. 6.



Generalize the Gauss-Bareiss method for computing determinants, to the computation of the inverse of a matrix with integer coefficients, and more generally to the other algorithms of this c h p t e r which use elimination.



7. 1s it possible to modify the Hessenberg Algorithm 2.2.9 so that when the matrix M has coefficients in Z al1 (or most) operations are done on integers and not on rational numbers? (1 do not know the answer to this question.)



8. Prove the validity of Algorithm 2.3.1. 9. Prove the validity of Algorithm 2.3.6. 10. Write an algorithm for computing one element of the inverse image, analogous to Algorithm 2.3.4 but using elimination directly instead of using Algorithm 2.3.1, and compare the asymptotic speed with that of Algorithm 2.3.4. 11. Prove the validity of Algorithm 2.3.11 and the uniqueness statement of Proposition 2.3.10. 12. In Algorithm 2.3.9, show that if the columns of M and M' are linearly independent then so are the columns of M2. 13. Assuming Theorem 2.4.1 (l),prove parts (2) and (3). Also, try and prove (1). 14. Prove the uniqueness part of Theorem 2.4.3.



+



15. Show that among all possible pairs (u,v) such that au bv = d = gcd(a, b), there exists exactly one such that -Jal/d < vsign(b) 5 0, and that in addition we will also have 1 5 usign(a) 5 Iblld. 16. Generalize Algorithm 2.4.14 to the case wiiere the n x n square matrix A is not assumed to be non-singular . 17. Let A =



(c d)



be a 2 x 2 matrix with integral coefficients such that ad - h #



O. If we set d2 = gcd(a, b,c, d) and di = (ad - bc)/dz show directly that there
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(2 B)



(l (this



is



the special case n = 2 of Theorem 2.4.12). 18. Let G be a finite Z-module, hence isomorphic to a quotient L'IL, and let A be a matrix giving the coordinates of some Ebasis of L on some Zbasis of L'. Show that the absolute value of det(A) is equal to the cardinality of G. 19. Let B be an invertible matrix with real coefficients. Show that there exist matrices KI, K2 and A such that B = KlAK2,where A is a diagonal matrix with positive diagonal coefficients, and Ki and K2 are orthogonal matrices (this is called the Cartan decomposition of B). What extra condition can be added so that the decomposition is unique? 20. Prove Proposition 2.5.3 using only matrix-theoretical tools (hint: the matrix Q is diagonalizable since it is real symmetric). 21. Give recursive formulas for the computation of the Gram-Schmidt coefficients pi,j and Bi when only the Gram matrix (bi . bj) is known. 22. Assume that the vector bi is replaced by some other vector b k in the GramSchmidt process. Compute the new value of Bi = bt - b; in terms of the pk,j and Bj for j < i. 23. Prove Theorem 2.6.2 (5) and the validity of the LLL Algorithm 2.6.3. 24. Prove that the formulas of Algorithm 2.6.3 become those of Algorithm 2.6.7 when we set X i , j + djpiIj and di + di-1Bi. 25. Show that at the end of Algorithm 2.6.8 the first n - p columns Hi of the matrix H form a basis of the space of relation vectors for the initial bi. 26. Write an al1 integer version of Algorithm 2.6.8, generalizing Algorithm 2.6.7 to not necessarily independent vectors. The case corresponding to Bk = O but pk,k-l # O must be treated with special care. 27. (This is not really an exercise, just food for thought). Generalize to modules over principal ideal domains R the results and algorithms given about lattices. For example, generalize the LLL algorithm to the case where R is either the ring of integers of a number field (see Chapter 4) assumed to be principal, or is the ring K [ X ]where K = 0, K = R or K = C. What can be said when K = IF,? Give applications to the problem of linear or algebraic dependence of power series. 28. Compare the performance of Algorithms 2.7.2 and 2.4.10 (in the author's implementations, Algorithm 2.7.2 is by far superior). 29. Prove that the quantities that occur in Algorithm 2.7.2 are indeed al1 integral. In particular, show that dk = det(bi . b j ) l < i , j < k l ~ i ~ jand + O that djpi,j E Z.




 j. a) ~ i & i f Sub-algorithm y SWAPK so that it uses this new definition of dk and Xklj. In other words, find the formulas giving the new values of the dj, f j and X k , j in terms of the old ones after exchanging bk and bk-1. In particular show that, contrary to Sub-algorithm SWAPK, dk is always unchanged. b) Modify also Sub-algorithm RED1 accordingly. (Warning: dk may be modified, hence all dj and Xi,j for i > j > k.) c ) Show that we still have dj E Z and XkVj E Z (this is much more difficult
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and is analogous to the integrality property of the Gauss-Bareiss Algorithm 2.2.6 and the sub-resultant Algorithm 3.3.1 that we will study in Chapter 3).



(n+k- I ) ) - ~is of the form an2+b 31. It can be proved that sk = x n , i ( n ( n + l ) where a and b are rational numbers when k is even, and also when k is odd if the middle coefficient ( n (k - 1)/2) is only raised to the power -2 instead of -3. Compute s k for k 5 4 using Algorithm 2.7.4.



+



32. Prove Lemma 2.7.3 and its generalization mentioned after Algorithm 2.7.4. Write the corresponding algebraic dependence algorithm. 33. Let U be a non-singular real square matrix of order n, and let Q be the positive definite quadratic form defined by the real symmetric matrix U t U . Using explicitly the inverse matrix V of U ,generalize Algorithm 2.7.5 to find small values of Q on Zn (Algorithm 2.7.5 corresponds to the case where U is a triangular matrix). Hint: if you have trouble, see [Knu2] Section 3.3.4.C.



Chapter 3



Algorithms on Polynomials



Excellent book references on this subject are [Knu2] and [GCL].



3.1 Basic Algorithms 3.1.1 Representation of Polynomials



Before studying algorithms on polynomials, we need to decide how they will be represented in an actual program. The straightforward way is to represent a polynomial



by an array a[O], a[l], . . ., a[n]. The only difference between different implementations is that the array of coefficients can also be written in reverse order, with a[O] being the coefficient of Xn. We will always use the first representation. Note that the leading coefficient a, may be equal to O, although usually this will not be the case. The true degree of the polynomial P will be denoted by deg(P), and the coefficient of ~ ~ ~ gcalled ( ~ the ) ,leading coefficient of P, will be denoted by l(P).In the example above, if, as is usually the case, a, # O, then deg(P) = n and l(P)= a,. The coefficients ai may belong to any commutative ring with unit, but for many algorithms it will be necessary to specify the base ring. If this base ring is itself a ring of polynomials, we are then dealing with polynomials in several variables, and the representation given above (called the dense representation) is very inefficient, since multivariate polynomials usually have very few non-zero coefficients. In this situation, it is better to use the so-called sparse representation, where only the exponents and coefficients of the nonzero monomials are stored. The study of algorithms based on this kind of representation would however carry us too far afield, and will not be considered here. In any case, practically al1 the algorithms that we will need use only polynomials in one variable. The operations of addition, subtract ion and multiplication by a scalar, i.e. the vector space operations, are completely straightforward and need not be discussed. On the other hand, it is necessary to be more specific concerning multiplication and division.
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3.1.2 Multiplication of Polynomials As far as multiplication is concerned, one can of course use the straightforward rnethod based on the formula:



where



where it is understood that ai = O if i > m and bj = O if j > n. This method requires (m l ) ( n 1) multiplications and m n additions. Since in general multiplications are much slower than additions, especially if the coefficients are multi-precision numbers, it is reasonable to count only the multiplication time. If T ( M ) is the time for multiplication of elements in the base ring, the running time is thus O(mnT(M)). It is possible to multiply polynomials faster than this, however. We will not study this in detail, but will give an example. Assume we want to multiply two polynomials of degree 1. The straightforward method above gives:



+



+



with CO



= aObO , cl = aobl



+ albo,



c;2 = albl.



As mentioned, this requires 4 multiplications and 1 addition. Co-nsider instead the following alternate method for computing the ck:



This requires only 3 multiplications, but 4 additions (subtraction and addition times are considered identical). Hence it is faster if one multiplication in the base ring is slower than 3 additions. This is almost always the case, especially if the base ring is not too simple or involves large integers. Furtherrnore, this method can be used for any degree, by recursively splitting the polynomials in two pieces of approximately equal degrees. There is a generalization of the above method which is based on Lagrange's interpolation formula. To compute A(X)B(X), which is a polynomial of degree m + n , compute its value at m + n + l suitably chosen points. This involves only m + n + 1 multiplications. One can then recover the coefficients of A ( X )B ( X ) (at least if the ring has characteristic zero) by using a suitable algorithmic form of Lagrange's interpolation formula. The overhead which this implies is unfortunately quite large, and for practical irnplementations, the reader is advised either to stick t o the straightforward method, or to use the recursive splitting procedure mentioned above.
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3.1.3 Division of Polynomials



We assume here that the polynomials involved have coefficients in a field K , (or at least that al1 the divisions which occur make sense. Note that if the coefficients belong to an integral domain, one can extend the scalars and assume that they in fact belong to the quotient field). The ring K [ X ]is then a Euclidean domain, and this means that given two polynomials A and B with B # O, there exist unique polynomials Q and R such that A = BQ



+ R,



with deg(R) < deg(B)



(where as usual we set deg(0) = -cm).As we will see in the next section, this means that most of the algorithms described in Chapter 1 for the Euclidean domain Z can be applied here as well. First however we must describe algorithms for computing Q and R. The straightforward method can easily be implemented as follows. For a non-zero polynomial 2, recall that t ( Z ) is the leading coefficient of 2. Then:



Algorithm 3.1.1 (Euclidean Division). Given two polynomials A and B in K [ X ] with B # 0, this algorithm finds Q and R such that A = B Q + R and deg(R) < deg(B). 1. [Initialize] Set R t A, Q t O.



2. [Finished?] If deg(R) < deg(B) then terminate the algorithm. 3. [Find coefficient] Set



then Q +- Q



+ S, R +-



R - S . B and go to step 2.



Note that the multiplication S . B in step 3 is not really a polynomial multiplication, but simply a scalar multiplication followed by a shift of coefficients. Also, if division is much slower than multiplication, it is worthwhile to compute only once the inverse of t(B), so as to have only multiplications in step 3. The running time of this algorithm is hence



(of course, deg(Q) = deg(A) - deg(B) if deg(A) L deg(B)). R - S . B in step 3 of the algorithm must be carefully written: by definition of S, the coefficient of X deg must become exactly zero, so that the degree of R decreases. If however the base field is for example W or C, the elements of K will only be represented with finite precision, and in general the operation t ( R ) - t ( B ) ( t ( R ) / l ( B )will ) not give



Remark. The subtraction R



t
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exactly zero but a very small number. Hence it is absolutely necessary to set it exactly equal to zero when implementing the algorithm. Note that the assumption that K is a field is not strictly necessary. Since the only divisions which take place in the algorithm are divisions by the leading coefficient of B, it is sufficient to assume that this coefficient is invertible in K, as for example is the case if B is monic. We will see an example of this in Algorit hm 3.5.5 below (see also Exercise 3). The abstract value T(M) does not reflect correctly the computational complexity of the situation. In the case of multiplication, the abstract T ( M ) used made reasonable sense. For example, if the base ring K was Z, then T ( M ) would be the time needed to multiply two integers whose size was bounded by the coefficients of the polynomials A and B. On the contrary, in Algorithm 3.1.1 the coefficients explode, as can easily be seen, hence this abstract measure of complexity T ( M ) does not make sense, at least in Z or Q. On the other hand, in a field like IF,, T ( M ) does make sense. Now these theoretical considerations are in fact very important in practice: Among the most used base fields (or rings), there can be no coefficient explosion in IFp (or more generally any finite field), or in W or @ (since in that case the coefficients are represented as limited precision quantities). On the other hand, in the most important case of Q or Z,such an explosion does take place, and one must be ready to deal with it. There is however one other important special case where no explosion takes place, that is when B is a monic polynomial (t(B) = l), and A and B are in Z[X]. In this case, there is no division in step 3 of the algorithm. In the general case, one can avoid divisions by multiplying the polynomial This gives an algorithm which is not really more A by efficient than Algorithm 3.1.1, but which is neater and will be used in the next section. Knuth calls it "pseudo-division" of polynomials. It is as follows:



Algorithm 3.1.2 (Pseudo-Division). Let K be a ring, A and B be two polynomials in K [ X ]with B # 0. and set m +-deg(A), n + deg(B), d + t(B). Assume that m 2 n. This algorithm finds Q and R such that dm-"+ lA = B Q + R and deg(R) < deg(B).



1. [Initialize] Set R +-- A, Q +-- O, e



t



na - n + 1.



2. [Finished?] If deg(R) < deg(B) then set q terminate the algorithm.



t



de, Q



e



qQ, R



+



qR and



3. [Find coefficient] Set



then Q



+



d .Q



+ SI R



+-



d . R - S . B, e + e - 1 and go t o step 2.



Since the algorithm does not use any division, we assume only that K is a ring, for exarnple one can have K = Z. Note also that the final multiplication by q = de is needed only to get the exact power of d, and this is necessary for
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some applications such as the sub-resultant algorithm (see 3.3). If it is only necessary to get some constant multiple of Q and R, one can dispense with e and q entirely.



3.2 Euclid's Algorithms for Polynomials 3.2.1 Polynomials over a Field



Euclid's algorithms given in Section 1.3 can be applied with essentially no modification to polynomials with coefficients in a field K where no coefficient explosion takes place (such as IF,). In fact, these algorithms are even simpler, since it is not necessary to have special versions à la Lehmer for multi-precision numbers. They are thus as follows: Algorithm 3.2.1 (Polynomial GCD). Given two polynomials A and B over a field K , this algorithm determines their GCD in K[X]. 1. [Finished?] If B = O, then output A as the answer and terminate the algorithm.



+



2. [Euclidean step] Let A = B . Q R with deg(R) < deg(B) be the Euclidean division of A by B. Set A + BI B + R and go t o step 1.



The extended version is the following: Algorithm 3.2.2 (Extended Polynomial GCD). Given two polynomials A and B over a field K, this algorithm determines (U, V, D ) such that AU+ B V = D = (A, B). 1. [Initialize] Set U



+



1, D



+



A, VI



+ O,



V3 +-B.



2. [Finished?] If V3 = O then let V + (D - AU)/B (the division being exact), output (U, V, D) and terminate the algorithm.



+



3. [Euclidean step] Let D = QV3 R be the Euclidean division of D by V3. Set T + U - VIQ, U + VI, D + V3, Vl + TI V3 +-R and go to step 2.



Note that the polynomials U and V given by this algorithm are polynomials of the smallest degree, i.e. they satisSr deg(U) < deg(B/D), deg(V) < deg(A/D). If the base field is R or @, then the condition B = O of Algorithm 3.2.1 (or V3 = O in Algorithm 3.2.2) becomes meaningless since numbers are represented only approximately. In fact , polynomial GCD's over these fields, although mathematically well defined, cannot be used in practice since the coefficients are only approximate. Even if we assume the coefficients to be given by some formula which allows us to compute them as precisely as we desire, the computation cannot usually be done. Consider for example the computation of
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n-' is the Riemann zeta function. Although we can comwhere ((s) = pute the coefficients to as many decimal places as we desire, algebra alone will not tell us that this GCD is equal to X - a since c(2) = a2/6. The point of this discussion is that one should keep in mind that it is meaningless in practice to compute polynomial GCD's over R or @. On the other hand, if the base field is Q,the above algorithms make perfect sense. Here, as already mentioned for Euclidean division, the practical problem of the coefficient explosion will occur, and since several divisions are performed, it will be much worse. To be specific, if p is small, the GCD of two polynomials of D',[XI of degree 1000 can be computed in a reasonable amount of time, Say a few seconds, while the GCD of polynomials in Q[X] (even with very small integer coefficients) could take incredibly long, years maybe, because of coefficient explosion. Hence in this case it is absolutely necessary to use better algorithms. We will see this in Sections 3.3 and 3.6.1. Before that, we need some important results about polynomials over a Unique Factorization Domain (UFD). 3.2.2 Unique Factorization Domains (UFD's)



Definition 3.2.3. Let R be an integral domain (2.e. a commutative ring with unit 1 and no zero divisors). W e say that u E R is a unit i f u has a multi-



plicative inverse in R. If a and b are elements of R with b # O , we Say that b divides a (and write b 1 a ) i f there exists q E R such that a = bq. Since R is an integral domain, such a q is unique and denoted by a/b. Finally p E R is called an irreducible element or a prime element i f q divides p implies that either q or p/q is a unit.



Definition 3.2.4. A ring R is called a unique factorization domain (UFD)



i f R is an integral dornain, and i f every non-unit x E R can be written in the f o n n x = n p i , where the pi are (not necessarily distinct) prime elements, and i f thzs forrn is unique up t o permutation and multiplication of the primes by units. Important examples of UFD's are given by the following theorem (see [Kap], [Sam]): Theorem 3.2.5.



( 1 ) If R is a principal ideal domain (i.e. R is an integral domain and every ideal is princzpal), then R is a UFD. I n particular, Euclidean domains (2.e. those having a Euclidean division) are UFD's.
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(2) If R is the ring of algebraic integers of a number field (see Chapter



4),



then R is a UFD if and only if R is a principal ideal domain. (3) If R is a UFD, then the polynomial rings RIXl, . . . , Xn] are also UFD's. Note that the converse of (1) is not true in general: for example the ring @[X,Y] is a UFD (by (3)), but is not a principal ideal domain (the ideal generated by X and Y is not principal). We will not prove Theorem 3.2.5 (see Exercise 6 for a proof of (3)), but we will prove some basic lemmas on UFD's before continuing further.



Theorem 3.2.6. Let R be a UFD. Then (1) If p is prime, then for al1 a and b in R, p 1 ab i f and only i f p 1 a or p 1 b. (2) If a 1 bc and a has no common divisor with b other than units, then a 1 c. (3) If a and b have no common divisor other than units, then i f a and b divide



c E R, then ab 1 c. ( 4 ) Given a set S C R of elements of R, there exists d E R called a greatest common divisor (GCD) of the elements of S , and having the following properties: d divides al1 the elements of S , and i f e is any element of R dividing al1 the elements of S , then e 1 d . Furthemore, i f d and d' are two GCD's of S , then d/d' is a unit. Proof. (1) Assume p 1 ab. Since R is a UFD,one can write a = nl



+



+



(



A = min 1, 1



+



+



;L:,'y(L)1 )



This value is obtained by looking at the error term in the Taylor expansion proof of Proposition 3.6.5. If this value is too small, then we are probably going to fail, and in fact x is converging to a root of Q'(X) instead of Q(X). If this is detected, the best solution is probably to start again in step 2 with a different starting value. This of course can also be done when c = 20 in step 4. We must however beware of doing this too systematically, for failure may indicate that the coefficients of the polynomial P are il1 conditioned, and in that case the best remedy is to modify the coefficients
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of P by a suitable change of variable (typically of the form X ++ a X ) . It must be kept in mind that for il1 conditioned polynomials, a very small variation of a coefficient can have a drastic effect on the roots. (6) In step 6, instead going back to step 2 if n > O, we can go back only if n > 2, and treat the cases n = 1 and n = 2 by using the standard formulas. Care must then be taken to polish the roots thus obtained, as is done in step 5.



3.7 Exercises for Chapter 3 1. Write an algorithm for multiplying two polynomials, implicitly based on a recursive use of the splitting formulas explained in Section 3.1.2. 2. Let P be a polynomial. Write an algorithm which computes the coefficients of the polynomial P(X 1) without using an auxiliary array or polynomial.



+



3 . Let K be a commutative ring which is not necessarily a field. It has been mentioned after Algorithm 3.1.1 that the Euclidean division of A by B is still possible in K [ X ]if the leading coefficient L(B) is invertible in K. Write an algorithm performing this Euclidean division after multiplying A and B by the inverse of l ( B ) , and compare the performance of this algorithm with the direct use of Algorithm 3.1.1 in the case K = Z/rZ. 4.



Modify Algorithm 3.3.1 so that A and B are divided by their respective contents every 10 iterations. Experiment and convince yourself that this modification leads to polynomials A and B having much larger coefficients later on in the Algorithm, hence that this is a bad idea.



5.



Write an extended version of Algorithm 3.3.1 which computes not only (A, B ) but also U and V such that AU+ BV = r (A, B)where r is a non-zero constant (Hint: add a fourth variable in Algorithm 1.3.6 to take care of r ) . Show that when (A, B ) = 1 this can always be done with r equal to the resultant of A and B.



6. Show that if A, B and C are irreducible polynomials over a UFD R and if C divides A B but is not a unit multiple of A, then C divides B (Hint: use the preceding exercise). Deduce from this that R[X] is a UFD.



7. Using for example the sub-resultant algorithm, compute explicitly the discriminant of the trinomials x3 a X b and x4+ aX + b. Try to find the general formula for the discriminant of Xn aX + b.



+



+



+



8 . Cal1 Rithe i-th row of Sylvester's determinant, for 1 5 i 5 n we replace for al1 1 5 i 5 n simultaneously R, by



+ m. Show that if



and then suppress the last m rows and columns of the resulting matrix, the n x n



determinant thus obtained is equal to the determinant of Sylvester's matrix.
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If Q(X) = ( X - a ) P ( X ) , compute the discriminant of Q in terms of a and of the discriminant of P.



10. Show how to modik the sub-resultant Algorithm 3.3.7 so that it can compute correctly when the coefficients of the polynomials are for example polynomials (in another variable) with real coefficients. 11. Show the following result, due to Eisenstein: if p is prime and A(X) =



Co



18. Let K be any field, a E K and p a prime number. Show that the polynomial X P - a is reducible in K[X] if and only if it has a root in K. Generalize to the polynomials xpr- a. 19. Let p be an odd prime and q a prime divisor of p- 1. Let a E Z be a primitive root modulo p. Using the preceding exercise, show that for any k 2 1 the polynomial



is irreducible in Q[X]. 20. Let p and q be two odd prime numbers. We assume that q G 2 (mod 3) and that p is a primitive root modulo q (i.e. that p mod q generates (Z/qL) *) . Show that the polynomial xq+l- X + p
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is irreducible in Q[X]. (Hint: reduce rnod p and rnod 2.) 21. Separating even and odd powers, any polynomial A can be written in the form A(X) = A O ( X ~ ) x A i ( x 2 ) . Set T(A)(X) = A o ( x ) ~ - X A ~ ( X ) With ~. the notations of Theorem 3.5.1, show that for any k



+



What is the behavior of the sequence I T(A) ~ llIZk as k increases? 22. In Algorithms 3.5.5 and 3.5.6, assume that p = q, that A and B are monic, and set D = AU, Dl = Al Ul , E = BV, El = Bi&. Denote by (C,p2) the ideal of Z[X] generated by C ( X ) and p2. Show that Di



= 3~~ - 2~~



(rnod (c, p2)) and



El



= 3E2- 2E3



(mod (c, p2)) .



Then show that Al (resp. Bi) is the monic polynomial of the lowest degree such that El Ai O (mod (C, p 2 ) ) (resp. Dl Bi O (mod (c, p2))). 23. Write a general algorithm for finding al1 the roots of a polynomial in Qp to a given padic precision, using Hensel's lemma. Note that multiple roots a t the rnod p level create special problems which have to be treated in detail. 24. Denote by ( , ), the GCD taken over IFp[X]. Following Weinberger, Knuth asserts that if A E Z[X] is a product of exactly k irreducible factors in Z[X] (not counting multiplicity) then lim



CPIXdeg(XP - X , A(X))P



-



= k.



Explore this formula as a heuristic method for determining the irreducibility of a polynomial over Z.



+



25. Find the complete decomposition into irreducible factors of the polynomial x4 1 modulo every prime p using the quadratic reciprocity law and the identities given in Section 3.5.2.



26. Discuss the possibility of computing polynomial GCD's over Z by computing GCD's of values of the polynomials a t suitable points. (see [Schon]). 27. Using the ideas of Section 3.4.2, modi6 the root finding Algorithm 3.6.6 so that it finds the roots of a any polynomial, squarefree or not, with their order of multiplicity. For this question to make practical sense, you can assume that the polynomial has integer coefficients.



+



+ +



28. Let P ( X ) = x3 ax2 bX c E B[X] be a monic squarefree polynomial. Let Bi (1 5 i 5 3) be the roots of P in C and let



Let A ( X ) = (X- a i ) ( X - 4. a) Compute explicitly the coefficients of A(X).
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b) Show that -27disc(P) = disc(A), and give an expression for this discriminant. c) Show how to compute the roots of P knowing the roots of A.



+



+



+ +



29. Let P ( X ) = X' ax3 bx2 cX d E B[X] be a monic squarefkee polynomial. Let 8i (1 5 i 4 ) be the roots of P in @, and let




 O or 6 is odd, set R + -R. 3. [Use Sturm] I f sign(t(R)) # ( - l ) d e g ( R ) t , set t -t. ri -+



set s + -s, ri + ri 1.



S.



+



+ ri-



1. Then, i f sign(l(R))



+



-



4. [Finished?] I f deg(R) = O, output ( r i , (n-rl)/2) and terminate the algorithm. g , and go t o Otherwise, set A BI B ~ / ( ~ hg ~-+)le(A)I, , h step 2. -+



-+



Another important notion concerning number fields is that of the Galois group of a number field. R o m now on, we assume that al1 our number fields are subfields of 8.



Definition 4.1.12. Let K be a number field of degree n. W e say that K is Galois (or normal) over Q,or simply Galois, i f K as (globally) invariant by the n embeddings of K in C. The set of such embeddings is a group, called the Galois group of K , -and denoted Gal(K/Q).



a



Given any number field K , the intersection of al1 subfields of which are Galois and contain K is a finite extension KS of K called the Galois closure (or normal closure) of K in 0. If K = Q(B) where 19is a root of an irreducible polynomial T E Z[X], the Galois closure of K can also be obtained as the splitting field of Tl i.e. the field obtained by adjoining to Q al1 the roots of 7'. By abuse of language, even when K is not Galois, we will cal1 Gal(Ks/Q) the Galois group of the number field K (or of the polynomial T). A special case of the so-called "fundamental theorem of Galois theory" is as follows.



Proposition 4.1.13. Let K be Galois over Q and x E K . Assume that for any a E Gal(K/Q) we have a(x) = x. Then x E Q.I n particular, i f in addition x is an algebraic integer then x E Z. The following easy proposition shows that there are only two possibilities for the signature of a Galois extensions. Similarly, we will see (Theorem 4.8.6) that there are only a few possibilities for how primes split in a Galois extension.



Proposition 4.1.14. Let K be a Galois extension of Q of degree n . Then, either K is totally real ((ri, r z ) = (n, O)), or K is totally complex ((ri, 7-2) = (0, n/2) which can occur only i f n is euen). The computation of the Galois group of a number field (or of its Galois closure) is in general not an easy task. We will study this for polynomials of low degree in Section 6.3.
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4.2 Representation and Operations on Algebraic



Numbers It is very important to study the way in which algebraic numbers are represented. There are two completely different problems: that of representing algebraic numbers, and that of representing sets of algebraic numbers, e.g. modules or ideals. This will be considered in Section 4.7. Here we consider the problem of representing an individual algebraic number. Essentially there are four ways to do this, depending on how the number arises. The first way is to represent a E by its minimal polynomial A which exists by Proposition 4.1.2. The three others assume that a is a polynomial with rational coefficients in some fixed algebraic number 8. These other methods are usually preferable, since field operations in Q(8) can be performed quite simply. We will see these methods in more detail in the following sections. However, to start with, we do not always have such a 8 available, so we consider the problems which arise from the first method.



a



4.2.1 Algebraic Numbers as Roots of their Minimal Polynomial



Since A has n = deg(A) zeros in C, the first question is to determine which of these zeros a is supposed to represent. We have seen that an algebraic number always comes equipped with al1 of its conjugates, so this is a problem which we must deal with. Since Q(a) E Q[x]/(A(x)Q[x]), a may be represented as the class of X in Q[X]/(A(X)Q[X]),which is a perfectly well defined mathematical quantity. The distinction between a and its conjugates, if really necessary, will then depend not on A but on the specific embedding of Q[X]/(A(X)Q[X])in (C. In other words, it depends on the numerical value of a as a complex number. This numerical value can be obtained by finding complex roots of polynomials, and we assume throughout that we always take sufficient accuracy to be able to distinguish a from its conjugates. (Recall that since the minimal polynomial of a is irreducible and hence squarefree, the conjugates of a are distinct.) Hence, we can consider that an algebraic number a is represented by a pair (A, x) where A is the minimal polynomial of a, and x is an approximation to the complex number a (x should be at least closer to a than to any of its conjugates). It is also useful to have numeric approximations to al1 the conjugates of a. In fact, one can recover the minimal polynomial A of a from this if one knows only its leading term [(A), since if one sets A(X) = e(A) JJ,( X - 6,) , where the 6, are the approximations to the conjugates of a, then, if they are close enough (and they must be chosen so), A will be the polynomial whose coefficients are the nearest integers to the coefficients of A. With this representation, it is clear that one can now easily work in the subfield Q(a) generated by a,simply by working modulo A. More serious problems arise when one wants to do operations between algebraic numbers which are a priori not in this subfield. Assume for instance
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4.2 Representation and Operations on Algebraic Numbers



that a = ( X mod A(X)), and ,B = ( X mod B(X)), where A and B are primitive irreducible polynomials of respective degrees rn and n (we omit the Q [ X ] for simplicity of notation). How does one compute the sum, difference, product and quotient of a and ,û?The simplest way to do this is to compute resultants of two variable polynomials. Indeed, the resultant of the polynomials A(X- Y) and B(Y) considered as polynomials in Y alone (the coefficient ring being then Q[X]) is up to a scalar factor equal to P ( X ) = n i j ( X - ai - Pj) where the ai are the conjugates of (Y,and the ,ûj are the conjugates of p. Since P is a resultant, it has coefficients in Q[X], and a ,û is one of its roots, so Q = pp(P) is a multiple of the minimal polynomial of a +P. If Q is irreducible, then it is the minimal polynomial of a P. If it is not irreducible, then the minimal polynomial of a ,û is one of the irreducible factors of Q which one computes by using the algorithms of Section 3.5. Once again however, it does not make sense to ask which of the irreducible factors a! p is b root of, if we do not speciQ embeddings in Cl in other words, numerical approximations to a and ,û. Given such approximations however, one can readily check in practice which of the irreducible factors of Q is the minimal polynomial that we are looking for. What holds for addition also holds for subtraction (take the resultant of A(X Y) and B(Y)), multiplication (take the resultant of YmA(X/Y) and B(Y)), and division (take the resultant of A(XY) with B(Y)).
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+



+



+
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4.2.2 The Standard Representation of an Algebraic Number



Let K be a number field, and let Bj (1 5 j 5 n) be a Q-basis of K. Let a E K be any element. It is clear that one can write a! in a unique way as n-1 Cj=0 ajOj+l a= , with d >O,



d



a j € Z and gcd(ao,... ,an-1,d) =1.



In the case where Bj = O j - l for some root O of a monic irreducible polynomial T E Z[X], the (n+l)-uplet (ao,. . .,an-1, d) E Zn+' will be called the standard representation of a (with respect to O). Hence, we can now assume that we know such a primitive element B. (We will see in Section 4.5 how it can be obtained.) We must see how to do the usual arithmetic operations on these standard representations. The vector space operations on K are of course trivial. For multiplication, we precompute the standard representation of O j for j 2n- 2 in the following way: if T ( X ) = C:=, t i x h i t h ti E Z for al1 i and tn = 1, n-1 n-1 we have Bn= Ci=o (-ti)Oi. If we set = Ci=,rk,i8i, then the standard representation of On+k is (rk.0, r k , l , . . ., r k + - l , 1) and the r k , i are computed by induction thanks to the formulas ro,i = -ti and




 j . For euey i, we have wi,i > 0. For e v e y j > i we have O 5 wi,j < W i , i .



The corresponding basis ( w ~ ) ~will < ~be 1 and that it is true for j - 1. Consider the ( j - l)thbasis element wj-1 of M . We have



+



Since M is a Z[O]-module, hence = wj-l,j- le+1 Xlsi 0.1



Remark. More generally, S can be taken to be a set of places of K, and in particular can contain Archimedean valuations.



Proof Let r = ISI,



and for each i, set



4.7 Representation of Modules and Ideals



which is still an integral ideal. It is clear that al+ a2+. . -+ar = ZK (otherwise this sum would be divisible by one of the pi, which is clearly impossible). Hence, let ui E ai such that u l + u2 - - + ur = 1. Furthermore, for each i e;+l which is possible since p i is invertible. Then 1 claim choose ,O, E pt' \ pi t hat



+ r



has the desired property. Indeed, since pi 1 aj for i # j, it is easy to check from the definition of the ai that



(a)



since vpi(ui) = O and vPi = ei. Note t hat t his is simply the proof of the • Chinese remainder t heorem for ideals.



n:=,



Proof of Proposition 4.7.7. (1) Let a Z K = pj' be the prime ideal decomposition of the principal ideal generated by a. Since a E Il we also have I= pti for exponents ei (which may be equal to zero) such that ei 5 ai. According to Proposition 4.7.8 that we have just proved, there exists a ,û such that vpi(p) = ei for i 5 r. This implies in particular that I 1 ,û, i.e. that 0 E 1, and furthermore if we set Il = a Z K PZK we have for i 5 r



n:=,



+



vpi (Il) = min(vPi( a ) , vpi(P)) = ei and if q is a prime ideal which does not divide a , vq(I1)= 0, from which it follows that I' = pfi = Il thus proving (1). For (2), we note that since N(I) = [ZK : Il, any element of the Abelian quotient group Z K / I is annihilated by N ( I ) , in other words we have N ( I ) Z K c I. This implies N(I) E I n Z, and since any subgroup of Z is of the form IcZ, (2) follows. Finally, for (3) recall that the sum of ideals correspond to taking a GCD, and that the G C D . computed ~~ by taking the minimum of the p-adic valuations. O



ni=l



Hence every ideal has a two element representation (a$) where I = a Z K PZK, and we can take for example a = l ( I ) . This two element representation is however difficult t o handle: for the sum or product of two ideals, we get four generators over ZK, and we must get back to two. More generally, it is not very easy to go from the HNF (or more generally any Z-basis n-element representation) to a two element representation. There are however two cases in which that representation is useful. The first is in the case of quadratic fields (n = 2), and we will see this in Chapter 5. The other, which has already been mentioned in Section 4.7.1, is as follows:



+



4 Algorithms for Algebraic Number Theory 1



194



we will see in Section 4.9 that prime ideals do not come out of the blue, and that in algorithmic practice most prime ideals p are obtained as a two element representation (p, x) where p is a prime number and x is an element of p. To go from that two element representation to the HNF form is easy, but is not desirable in general. Indeed, what one usually does with a prime ideal is to multiply it with some other ideal 1.If w l , . . . ,wn is a Z-basis of I (for example the basis obtained from the HNF form of I on the given integral basis of ZK), then we can build the HNF of the product p l by computing the n x 2n matrix of the generating set pwl, . . . pw,, xwl, . . . , xw, expressed on the integral basis, and then do HNF reduction. As has already been mentioned in Section 4.7.1, this is more efficient than doing a n x n2 HNF reduction if we used both HNF representations. Note that if one really wants the HNF of p itself, it suffices to apply the preceding algorithm to I = ZK. Note that if (W, d) (with W = (wij ) ) is the HNF of I with respect to 8, and if f = [ZK : Z[B]],then l ( I ) = w1,l and dnN(I) = [ZK : dl] = f wi,i



Now it often happens that prime ideals are not given by a two element representation but by a larger number of generating elements. If this ideal is going to be used repeatedly, it is worthwhile to find a two element representation for it. As we have already mentioned this is not an easy problem in general, but in the special case of prime ideals we can give a reasonably efficient algorithm. This is based on the following lemma.



Lemma 4.7.9. Let p be a prime ideal above p of n o m pf (f is called the residual degree of p as we will see in the next section), and let a E p. Then we have p = (p, a ) = PZK + ~ Z Kif and only ifup(N(a)) = f or up(N(a+p)) = f , where up denotes the ordinary p-adic valuation.



Proof. This proof assumes some results and definitions introduced in the next section. Assume first that v,(N(a)) = f . Then, since a E p and N(p) = pf, for every prime q above p and different from p we must have uq(a) = O otherwise q would contribute more powers of p to N ( a ) . In addition and for the same reason we must have v,(a) = 1. It follows that for any prime ideal q, min(vq(p), vq(a))= vq(p) and so p = (p, a ) by Proposition 4.7.7 (3). If v,(N(a p)) = f we deduce from this that p = p z K (a ~ ) Z Kbut , this is clearly also equal to p z K + azK. Conversely, let p = p z K + a Z K . Then for every prime ideal q above p and different from p we have vq(a) = O, while for p we can only say that min(u, (PI ,u, ( 4 = 1. Assume first that vp(a) = 1. Then clearly v,(N(a)) = vp(N(p)) = f as desired. Otherwise we have vp(a) > 1, and hence v,(p) = 1. But then we will have vP(a P) = 1 (otherwise up(p) = up((p+ a ) - or) > l ) , and still



+



+



+ +
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v,(a + p) = O for al1 other primes q above p, and so vp(N(a before, thus proving the lemma.



+ p)) = f



as •



Note that the condition vp(N(a)) = f , while sufficient, is not a necessary condition (see Exercise 20). Note also that if we write a = X i ~ where i the Ti is some generating set of p, we may always assume that IXiI 5 p/2 since p E p. In addition, if we choose y1 = p, we may assume that X1 = 0. This suggests the following algorithm, which is simple minded but works quite well.



Algorithm 4.7.10 (Two-Element Representation o f a Prime Ideal). Given a prime ideal p above p by a system of Z-generators yi for (1 5 i 5 k ) , this algorithm computes a two-element representation (p,ar) for p. We assume that one knows the norm pf of p (this is always the case in practice, and in any case it can be obtained by computing the HNF of p from the given generators), and that y1 = p (if this is not the case just add it t o the list of generators).



1. [Initialize] Set



R



+



1.



2. [Set coefficients] For 2



5 i 5 k set X i



+ R.



3. [Compute a and check] Let a t C2 r l.



Definition 4.9.6. The logarithmic embedding of K* in Brl+r2 is the map L which sends x to
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It is clear that L is an Abelian group homomorphism. Furthermore, we clearly have ln 1 NKIQ (x) 1 = 1 O (this is possible by Proposition 5.2.1), and set N(xw1 - syw2) 6 1 ~ ( aS) , =s Nb) If a is a fractional ideal, choose a Zbasis (wl, w2) as above, and set



5.2 Ideals and Quadratic Forms



Finally, if r = (-b



+ D ) / ( 2 a ) is a quadratic number, set



The following theorem, while completely elementary, is fundamental to understanding the relationships between quadratic forms, ideals and quadratic numbers. We always identify the group 2 / 2 2 with f1.



Theorem 5.2.4. With the above notations, the maps that we have given can be defined ut the level of the equivalence classes defining F , I and Q, and are then set isornorphisrns (which we denote in the sarne way). In other words, we have the following isomorphisms:



Proof. The proof is a simple but tedious verification that everything works. We comment only on the parts which are not entirely trivial.



4FI sends a



quadratic form to an ideal. Indeed, if a and b are integers ~ an ideal if with b D (mod 2), the Zmodule aZ + ((-6 + n ) / 2 ) is and only if 4a 1 (b2- D). (2) 4FI depends only on the equivalence class modulo,'I hence induces a map from F to I . (3) 41F sends a pair (a, s) to an integral quadratic form. Indeed, by homogeneity, if we multiply a by a suitable element of Q, we may assume that a is a primitive integral ideal. If w l < O, we can also change ( w i , w2) into (-wl,- w2). In that case, by Proposition 5.2.1 (or directly), we have N(a)= w l and wz - o ( w z ) = Finally, since a is an integral ideal, wi 1 w2a(w2),and a simple calculation shows that we obtain an integral binary quadratic form of discriminant D. (4) does not depend on the equivalence class of a, nor on the choice of w l and w2. Indeed, if w l is given, then wz is defined modulo w i , and this corresponds precisely to the action of r, on quadratic forms. ( 5 ) IF and 4FI are inverse maps. This is left to the reader, and is the only place where we must really use the sign(a) component. (6) 1also leave to the reader the easy proof that Olg and $41 are well defined and are inverse maps.



(1)



n.



&



J



~



~



We now need to identify precisely the invertible ideals in R so as to be able to work in the class group.



+



Proposition 5.2.5. Let a = a 2 ((- b + O ) / ~ ) Zbe an ideal of R, and let ( a ,b, c) be the corresponding quadratic forrn. Then a zs inuertzble in R if and only if ( a ,b, c ) is primitive. In that case, we have a-' = Z+ ( ( b + G ) / ( î a ) ) Z .
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Proof R o m Lemma 4.6.7 we know that a is invertible if and only if ab = R where b = {z E K, za c R ) . Writing a = aZ+((-b+@)/2)Z, from a E a we see that such a z must be the form z = ( x+y J D ) / ( 2 a ) with x and y in Zsuch that x = y D (mod 2 ) . R o m (-b + *)/2 E a, we obtain the congruences bx D y (mod 2a), x = by (mod 2a) and ( D y - b x ) / ( 2 a ) = D ( x - b y ) / ( 2 a ) (mod 2 ) . An immediate calculation gives us b = Z + ( ( b + @ ) / ( 2 a ) ) ~ as claimed. Now the Z-module ab is generated by the four products of the generators, i.e. by a , (b @ ) / 2 , (- b n ) / 2 and -c. We obtain immediately



+



+



+



hence this is equal to R = Z ((-b thus proving the proposition.



+ 0 ) / 2 ) Z if and only if



gcd(a, b, c ) = 1, O



Corollary 5.2.6. Denote b y Fo the subset of classes of primitive forms in F , Io the subset of classes of invertible ideals in I and Qo the subset of classes of primitive quadratic numbers in Q (where 7 E Q is said to be primitive if ( a ,b, c ) = 1 where a , b and c are as in the definition of Q). Then the maps C$FI and C$IQ also give isomorphisms:



Theorem 5.2.4 gives set isomorphisms between ideals and quadratic forms at the level of equivalence classes of quadratic forms modulo.,?l As we shall see, this will be useful in the real quadratic case. When considering the class group however, we need the corresponding theorem at the level of equivalence classes of quadratic forms modulo the action of the whole group PSL2(Z). Since we must restrict to invertible ideals in order to define the class group, the above proposition shows that we will have to consider only primitive quadratic forms. Here, it is slightly simpler to separate the case D < O from the case D > 0. We begin by defining the sets with which we will work.



Definition 5.2.7. Let D be a non-square integer congruent to O or 1 modulo 4, and R the unique quadratic order of discriminant D. ( 1 ) W e will denote by F ( D ) the set of equivalence classes of primitive



quadratic f o n s of discriminant D modulo the action of PSL2(Z), and i n the case D < 0 , F + ( D ) will denote those elements o f F ( D ) represented by a positive definite quadratic f o n (2.e. a form ( a ,b, c) with a > 0 ) . ( 2 ) W e will denote by C l ( D ) the class group of R, and i n the case D > 0 , C l + ( D ) will denote the narrow class group of R, i.e. the group of equivalence classes of R-ideals modulo the group P+ of principal ideals generated by an element of positive n o m . (3) Finally, we will set h ( D ) = ICl(D)I and h + ( D ) = ICl+(D)I.
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5.2 Ideals and Quadratic Forms



We then have the following theorems.



Theorem 5.2.8. Let D be a negative integer congruent to O or 1 modulo 4. The maps $FI



( a ,b, c) = aZ



+ -b +2 JD



,



and



where a = wlZ



+ u 2 Z with



induce inverse bgections from F + ( D ) to CZ(D).



Theorem 5.2.9. Let D be a non-square positive integer congruent to O or 1 modulo 4. The maps



where



ai



is any element of K* such that sign(N(a)) = sign(a), and



where a = wlZ + w2Z with



induce inverse bijections from 3 ( D ) to C l S (D). Proof. As for Theorem 5.2.4, the proob consist of a series of simple verifications. (1) The map



$FI



is well defined on classes modulo PSL2(Z). If



(g Y )



PSL2(Z) acts on (a, b, c ), then the quantity r = (- b + f)i /(2a) becomes r' = ( V r - B ) / ( - U r A), and a becomes U N ( -U r A), hence since Z 7'2 = (Z rZ)/(- U r A), it follows irnmediately that Q F I is well defined. (2) Similarly, QI= is well defined, and we can check that it gives an integral quadratic form of discriminant D as for the map @ I F of Theorem 5.2.4. This form is primitive since we restrict to invertible ideals. (3) Finally, the same verification as in the preceding theorem shows that and $ F I are inverse maps.
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Remarks. (1) Although we have given the bijections between classes of forms and ideals, we could, as in Theorem 5.2.4, give bijections with classes of quadratic numbers modulo the action of PSL2(2). This is left to the reader (Exercise 3). (2) In the case D < O, a quadratic form is either positive definite or negative definite, hence the set F breaks up naturally into two disjoint pieces. The map $ F I is induced by the restriction of q5FI to the positive piece, and is induced by +IF and forgetting the factor 2/22. (3) In the case D > O, there is no such natural breaking up of F. In this case, the maps FI and 41F induce inverse isomorphisms between F ( D ) and



where p is the quotient of K* by the subgroup of units of positive norm, and ,O E $ acts by sending (a, s) to (Ba, s . sign(N(B))). (Note also the exact sequence



where the map to 2 / 2 2 is induced by the sign of the norm map.) The maps $ F I and $ I F are obtained by composition of the above isomorphisms with the isomorphisms between Z(D) and CZ+(D)given as follows. The class of (a, s) representing an element of Z(D) is sent to the class of Ba in Cl+(D), where ,û E K* is any element such that sign(N(P)) = S. Conversely, the class of a E Cl+(D) is sent to the class of (a, 1) in Z(D). Although F, I and Q are defined as quotient sets, it is often useful to use precise representatives of classes in these sets. We have already implicitly done so when we defined al1 the maps q51F etc . . . above, but we make our choice explicit . An element of F will be represented by the unique element (a, b, c) in its class chosen as follows. If D < O, then -la] < b 5 ]al. If D > O, then -la] < b < la\ if a > m - 2 1 ~ 1< b < J D i f a < An element of I will be represented by the unique primitive integral ideal in its class. An element of Q will be represented by the unique element T in its clam such that -1 < r o ( r ) 5 1, where o denotes (complex or real) conjugation in K.



a,



m.



+



The tasks that remain before us are that of computing the class group or class number, and in the real case, that of computing the fundamental unit. It is now time to separate the two cases, and in the next sections we shall examine in detail the case of imaginary quadratic fields.
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5.3 Class Numbers of Imaginary Quadratic Fields



5.3 Class Numbers of Imaginary Quadratic Fields Until further notice, al1 fields which we consider will be imaginary quadratic fields. First, let us solve the problem of units. From the general theory, we know that the units of an imaginary quadratic field are the (finitely many) roots of unity inside the field. An easy exercise is to show the following: Proposition 5.3.1. Let D < O congruent to O or 1 modulo 4. Then the group p ( R ) of units of the unique quadratic order of discriminant D is equal to the group of w ( D ) ~mots ~ of unity, where



Let us now consider the problem of computing the class group. For this, the correspondences that we have established above between classes of quadratic forms and ideal class groups will be very useful. Usually, the ideals will be used for conceptual (as opposed to computational) proofs, and quadratic forms will be used for practical computation. Thanks to Theorem 5.2.8, we will use interchangeably the language of ideal classes or of classes of quadratic forms. One of the advantages is that the algorithms are simpler. For example, we now consider a simple but still reasonable method for computing the class number of an imaginary quadratic field. 5.3.1 Computing Class Numbers Using Reduced Forms Definition 5.3.2. A positive definite quadratic form (a, b, c) of discriminant D is said to be reduced i f Ibl 5 a c and i f , in addition, when one of the two inequalities is an equality (i.e. either Ibl = a or a = c), then b 2 O.




 O we have



and in particular if - N is a fundamental discriminant, we have H ( N ) = h ( - N ) except in the special cases N = 3 ( H ( 3 ) = 113 and h(-3) = 1 ) and N = 4 ( H ( 4 ) = 112 and h(-4) = 1). ( 2 ) Conversely, we have



where p(d) is the Mobius function defined by p(d) = (-1)' i f d is equal to a pmduct of k distinct primes (includzng k = O), and p(d) = O otherwise. Pmof. The first formula follows immediately from the definition of H ( N ) . The second formula is a direct consequence of the Mobius inversion formula (see [H-WI1. O From this lemma, it follows that the computation of a table of the function H ( N ) is essentially equivalent to the computation of a table of the function h(D). For D = - N , Algorithm 5.3.5 computes a quantity similar to H ( N ) but without the denominator w ( - N / d 2 ) / 2 in the formula given above. Hence, it can be readily adapted to compute H ( N ) itself by replacing step 3 with the following:



+



3'. [Test] If a { q go t o step 4. Now if a = 6 then if ab = q set h + h 113 otherwise set h t h 1 and go t o step 4. If a2 = q , then if b = O set



+



+



h + h 112, otherwise set h +- h + 1. In al1 other cases (i.e. if a # b and a2 # q ) set h + h + 2. The theory of modular forms of weight 312 tells us that the Fourier series
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has a special behavior when one changes r by a linear fractional transformation r +-+ ~ 7 + d in PSL2(Z). Combined with other results, this gives many nice recursion formulas for H ( N ) which are very useful for practical computation. Let o(n) = d be the sum of divisors function, and define



xdln



where C' means that if the term d = fi is present it should have coefficient 1/2. In addition we define o(n) = X(n) = O if n is not integral. Then (see [Eic2], [Zagl]) :



Theorem 5.3.8 (Hurwitz, Eichler). W e have the following relations, where it is understood that the summation variable s takes positive, zero or negative values: H ( 4 N - s2) = 2o(N) - 2X(N),



x



s254N



and if N is odd,



s2 ln2 ID( is fast and does not involve any matrix handling, and in effect reduces the problem to taking the constant 1 instead of 6 in the definition of P, giving much smaller matrices. Note that the constant 1 which we have chosen is completely arbitrary, but it must not be chosen too small, otherwise it will become very difficult to eliminate the big primes q. In practice, values between 0.5 and 2 seem reasonable.



npEpo fPp



These kind of ideas can be pushed further. Instead of taking products using only powers of forms f p with p E Po,we can systematically multiply such a relation by a prime q larger than the ones in Po,with the hope that this extra prime will still occur non-trivially in the resulting relation.



A third remark is that ambiguous forms (i.e. whose square is principal) have to be treated specially in the factor base, since only the parity of the exponents will count. (This is why we have excluded primes dividing D in
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%.) In fact, it would be better to add the free relations



fz



= 1 for al1 p E P



dividing D . On the other hand, when D is not a fundamental discriminant, one must exclude from P the primes p dividing D to a power higher than the first (except for p = 2 which one keeps if D / 4 is congruent t o 2 or 3 modulo 4 ) . For Our present exposition, such primes will be called bad, the others good.



Algorithm 5.5.2 (Sub-Exponential Imaginary Class Group).



If D



. Hence write Ai = hA4 pA5



+



with As E Z [ X ] We . have that xg(B) E Ip if and only if there exist polynomials Ai E Z [ X ]S U C that ~ (gh - T ) A * = p2Az + pg(A3 - A5)< hence if and only if there exist Ai such that



This last condition is equivalent to ij 1 fA4so to k ( A4 where = g/(T, g), and this is equivalent to the existence of A7 and As in Z[X] such that A4 = kA7 PA,.



+
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To sum up, we see that if x = Al (O)/p, then xg(8) E I, if and only if there exist polynomials Ag, A7 and As in Z[X] such that



and this is true if andonly if there exist As E Z[X] such that Al = hkA7 +pAg • or equivalently hk 1 Al, thus proving the lemma. We can now prove part (3) of the theorem. Rom the lemma, we have that x = Ai(8)/p E O' if and only if both and hk divide & in the PID IFp[X], hence if and only if the least common multiple of and divides Al. Since in any PID, lcm(x, y) = x y/ (x, y) and lcm(ax, a y) = a lcm(x, y), we have



g



g



-



---



-T =O 9 h(f,g) lcm(g, hk) = % l ~ m ( ~ fc ,dg), ( h) = (f,i>(f,i,h) (f,i,h) --



+



thus proving that O' = Z[B] (U(B)/p)Z[B]. Now it is clear that a system of representatives of O' modulo Z[8] is given by A(8) U(8)lp where A runs over uniquely chosen representatives in Z[X] of polynomials in IFp[X]such that deg(A) < deg(T) - deg(U) = m, thus finishing the proof of the theorem. O An important remark is that the proof of this theorem is local at p, in other words we can copy it essentially verbatim if we everywhere replace Z[8] by any overorder O of Z[8] such t hat [O : Z[I9]]is coprime to p. The final result is then that the new order enlarged a t p is



and [O' : O] = pm. 6.1.3 Outline of the R o u n d 2 Algorithm



R o m the Pohst-Zassenhaus theorem it is easy to obtain an algorithm for computing the maximal order. We will of course use the Dedekind criterion to simplify the first steps for every prime p. Let K = Q(8) be a number field, where 8 is an algebraic integer. Let T be the minimal polynomial of 19. We can write disc(T) = df 2 , where d is either 1 or a fundamental discriminant. If ZK is the maximal order which we are looking for, then the index [ZK : Z[e]] has only primes dividing f as prime divisors because of Proposition 4.4.4. We are going to compute ZK by successive enlargements from O = Z(8], one prime dividing f at a time. For every p dividing f we proceed as follows. By using Dedekind's criterion, we check whether O is pmaximal and if it is not we enlarge it once using Theorem 6.1.4 (3) applied t o O. If the new discriminant is not divisible by p2, then we
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are done, otherwise we compute O' as described in Theorem 6.1.3. If O' = O , then O is pmaximal and we are finished with the prime p, so we move on to the next prime, if any. (Here again we can start using Dedekind's criterion.) Otherwise, replace O by O', and use the method of Theorem 6.1.3 again. It is clear that this algorithm is valid and will lead quite rapidly to the maximal order. This algorithm was the second one invented by Zassenhaus for maximal order computations, and so it has become known as the round 2 algorithm (the latest and most efficient is round 4). What remains is to explain how to carry out explicitly the different steps of the algorithm, when we apply Theorem 6.1.3. First, 8 is fixed, and al1 ideals and orders will be represented by their upper triangular HNF as explained in Section 4.7.2. We must explain how to compute the HNF of Ipand of O' in terms of the HNF of O. It is simpler to compute in R = OlpO. To compute the radical of R, we note the following lemma:



>



Lemma 6.1.6. If n = [K : Q] and if j 2 1 is such that pl n, then the radical of R is equal to the kernel of the map x H ZP', which is the jthpower of the Frobenius homomorphism.



Proof. It is clear that the map in question is the jth power of the Robenius homomorphism, hence talking about its kernel makes sense. By definition of the radical, it is clear that this kernel is contained in the radical. Conversely, let x be in the radical. Then x induces a nilpotent map defined by multiplication by x from R to R, and considering R as an IFp-vector space, this means that are al1 equal to O. Hence, its characteristic the eigenvalues of this map in polynomial must be Xn (since n = dimFpR), and by the Cayley-Hamilton theorem this shows that xn = 0, and hence that x 9 = O, proving the lemma.



6



O



Let w l , . . . , wn be the HNF basis of O. Then it is clear that Gl, . . . , wn is an IFp-basis of R. For k = 1, . . . ,n, we compute Üi,k such that



the left hand side being computed as a polynomial in 8 by the standard representation algorithms, and the coefficients being easily found inductively since an HNF matrix is triangular. Hence, if A is the matrix of the ü i , k , the radical is simply the kernel of this matrix. Hence, if we apply Algorithm 2.3.1, we will obtain a basis of Ï,, the radical of R, in terms of the standard representation. Since I, is generated by pullbacks of a basis of Ïpand pl, . . . , pw,, to obtain the HNF of Ipwe apply the HNF reduction algorithm to the matrix whose columns are the standard representations of these elements.
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Now that we have I,, we must compute 0'. For this, we use the following lemma: Lemma 6.1.7. the map



Wzth the notations of Theorem 6.1.3, 2f U zs the lcernel of



-(pc$)



Proof. Trivial and left to the reader. Note that End(I,/pI,) a Z-module.



is considered as O



Hence, we first need to find a basis of Ip/pIp. There are two methods to do this. F'rom the HNF reduction above, we know a basis of I,, and it is clear that the image of this basis in Ip/pIp is a basis of I p / ~ I pThe . other method is as follows. We use only the IF,-basis pl, . . . , ,O1 of I, found above. Using Algorithm 2.3.6, we can supplement this basis into a basis ... , . . . , @, of O/pO, and then ... , . . . , will be an F,-basis of Ip&Ip, where - denotes reduction modulo pl,, and Pi denotes any pull-back of Pi in O. (Note that the basis which one obtains depends on the pull-backs used.) This method for finding a basis of Ip/pIp has the advantage of staying at the mod p level, hence avoids the time consuming Hermite reduction, so it is preferable. Now that we have a basis of Ip/pIp, the elementary matrices give us a basis of End(Ip/pIp). Hence, we obtain explicitly the matrix of the map whose kernel is U, and it is a n2 x n matrix. Algorithm 2.3.1 makes sense only over a field, so we must first compute the kernel Ü of the map from O/pO into End(Ip/pIp) which can be done using Algorithm 2.3.1. If Tl, . . . , ük is the basis of this kernel, to obtain U ,we apply Hermite reduction to the matrix whose column vectors are VI, . . . , vk, pwl, - .. , wn-In fact, we can apply Hermite reduction modulo the prime p, i.e. take D = p in Algorithm 2.4.8. Finally, note that to obtain the n2x n matrix above, if the 5 form a basis of Ip/pIp one computes



Pl,



Pl, pPl+i,



pPn



pl,



pl, pl+l,



and k is the column number, while ( 2 , j) is the row index. Unfortunately, in the round 2 algorithm, it seems unavoidable to use such large matrices. Note that to obtain the ak,i,j, the work is much simpler if the matrix of the -(i is triangular, and this is not the case in general if we complete the basis as explained above. On the other hand, this would be the case if we used the first method consisting of applying Hermite reduction to get the HNF of I, itself. Tests must be made to see which method is preferable in practice.
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6.1.4 Detailed Description of the Round 2 Algorithm Using what we have explained, we can now give in complete detail the round 2 algorithm.



Algorithm 6.1.8 (Zassenhaus's Round 2).



Let K = Q(8) be a number field given by an algebraic integer 8 as root of i t s minimal monic polynomial T of degree n. This algorithm computes an integral basis w l = 1, w2, . . . , W, of the maximal order ZK (as polynomials in 8) and the discriminant of the field. All the computations in K are implicitly assumed to be done using the standard representation of numbers as polynomials in 8.



1. [Factor discriminant of polynomial] Using Algorithm 3.3.7, compute D



+--



disc(T). Then using a factoring algorithm (see Chapters 8 t o 10) factor D in the form D = D ~ where F ~ Do is either equal t o 1 or to a fundamental discriminant.



2.



[Initialize] For i = 1,...,n setwi



3. [Loop on factors of



+OG1.



FI If F



= 1, output the integral basis wi (which will be in HNF with respect to O ) , compute the product G of the diagonal elements of the matrix of the wi (which will be the inverse of an integer by Corollary 4.7.6), set d + D . G2, output the field discriminant d and terminate the algorithm. Otherwise, let p be the smallest prime factor of F.



4.



[Factor modulo pl Using the mod p factoring algorithms of Section 3.4, factor T modulo p as T = where the are distinct irreducible polynomials in Fp[X]and ei > O-for h + T/g, f +-- ( g h - T ) / p , - al1 i. Set; +Z +-h),Ü +- T/Z and m +-- deg(Z).



nGei



(f,g,



nt,



5. [Apply Dedekind] If m = O, then O is pmaximal so while p 1 F set F +- F/p, then go to step 3. Otherwise, for 1 i ml let v i be the column vector of the components of wiU(8) on the standard basis 1, 8, . . . ,on-1 and set Vm+j = p w j for 1 j n. Apply the Hermite reduction Algorithm 2.4.8 to the n x (n m ) matrix whose column vectors are the vi. (Note that the determinant of the final matrix is known to divide D.) If H is the n x n HNF reduced matrix which we obtain, set for 1 i n, wi + Hi/p where Hi is the i-th column of H .



< 
 di, hence the Newton polygon is bounded laterally by two infinite vertical half lines. Fùrthermore, since T and the Ti are monic, so is Qi,di hence v ~ ( Q ~ ,=~O.; )It follows that the first vertex of the Newton polygon is the origin (O, O). Let a be the largest real number (which is of course an integer) such that (a, O) is still on the Newton polygon (we may have a = O or a = di). The part of the Newton polygon from the origin to (a, O) is either empty (if a = O) or is a horizontal segment. The rest of the Newton polygon, i.e. the points whose abscissa is greater than or equal to a, is called the principal part of the Newton polygon, and (a,O) is its first vertex. We assume now that i is fixed. Let 4 for O j r be the vertices of the principal part of the Newton polygon of T relative to Ti (in the strict sense: if a point on the convex hull lies on the segment joining two other points, it is not a vertex), and set V, = (xj, y j ) The sides of the polygon are the segments joining two consecutive vertices (not counting the infinite vertical lines), and the slopes are the slopes of these sides, i.e. the positive rational numbers (yj - yj-i)/(xj - xj- i ) for 1 I j 5 r (note that they cannot be equal to zero since we are in the principal part). The second result gives us a more precise decomposition of pZK than the one given by Proposition 6.2.1 above, whose notations we keep. We refer to [Ore] for a proof.



< 




It is clear that the valuation at



pi



of K j is equal to min(ei, j), hence



It is also clear that Kj c Kj-l. Hence, if we set
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then Jj is an integral ideal, and in fact Jj = Jj+ Finally, if we define



'.



- pi so in particular Jj C



we have



This exactly corresponds t o the squarefree decomposition procedure of Section 3.4.2, the Hi playing the role of the Ai, and without the inseparability problems. In other words, if we set e = maxi(ei), we have



and the Hj are pairwise coprime and are products of distinct maximal ideals. To find the splitting of PO, it is of course sufficient to find the splitting of each



Hj . Now, since Hj is a product of distinct maximal ideals, i.e. is squarefree, the Fp-algebra O/ Hj is separable. Therefore, by the primitive element theorem there exists Zj E O / H j such that O / H j = IFp[Gj].Let hj be the characteristic polynomial of Z j over IFp, and h j be any pullback in Z[X]. Then exactly the same proof as in Section 4.8.2 shows that, if



is the decomposition modulo p of the polynomial hj1 t hen the ideals



are maximal and that gj



is the desired decomposition of Hj into a product of prime ideals. We must now give algorithms for al1 the steps described above. Essentially, the two new things that we need are operations on ideals in Our special case, and splitting of a separable algebra over IFp.
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6.2.3 Multiplying and Dividing Ideals Modulo p



Although the most delicate step in the decomposition of pZK is the final splitting of the ideals H j , experiment (and complexity analysis) shows that this is paradoxically the fastest part. The conceptually easier steps of multiplying and dividing ideals take, in fact, most of the time and so must be speeded up as much as possible. Looking at what is needed, it is clear that we use only the reductions modulo pO of the ideals involved. Hence, although for ease of presentation we have implicitly assumed that the ideals are represented by their HNF, we will in fact consider only ideals I/pO of O/pO which will be represented by an IFpbasis. Al1 the difficulties of HNF (Euclidean algorithm, coefficient explosion) disappear and are replaced by simple linear algebra algorithms. Moreover, we are working with coefficients in a field which is usually of small cardinality. (Recall that p divides the index, otherwise the much simpler algorithm of Section 4.8.2 can be used.) If I is given by its HNF with respect to û (this will not happen in Our case since we start working directly modulo p), then, since 1 3 pO > pZ[O], the diagonal elements of the HNF will be equal to 1 or p. Therefore, to find a basis of Ï, we simply take the basis elements corresponding to the columns whose diagonal element is equal t o 1. The algorithm for multiplication is straightforward. Algorithm 6.2.5 (Ideal Multiplication Modulo PO). Given two ideals I/pO and J/pO by Fp-bases ( ~ i ) i-, the group o f cyclic permutations, but this fact is needed in checking the correctness of the algorithm, n o t in the algorithm itself, where only G / H is used. Another algorithm which is computationally slightly simpler is as follows. We give it also t o illustrate the importance o f the root ordering.



Algorithm 6.3.7 (Galois Group for Degree 4).



Given an irreducible monic polynomial T E Z[X] of degree 4, this algorithm computes its Galois group.



1. [Compute resolvent] Using Algorithm 3.6.6, compute the roots Let



F and let



t-



X1X3



+



Bi of T



in C.



X2X4



R +- R(F,T), where a system of representatives of G / H is given by



Round the coefficients of R t o the nearest integer.



2. [Squarefree?] Compute V +- (R, RI) using the Euclidean algorithm. If V is nonconstant, replace T by the polynomial obtained by applying a Tschirnhausen transformation using Algorithm 6.3.4 and go t o step 1. 3. [Integral root?] Check whether R has an integral root by explicitly computing them in terms of the di. (This is usually much faster than using the general factoring procedure 3.5.7.) 4. [Can one conclude?] If R does not have an integral root (so R is irreducible), then output (A4,+) or ( 8 4 , -) depending on whether disc(T) is a perfect square or not and terminate the algorithm. Otherwise, if disc(T) is a square, output (V4,+) and terminate the algorithm.
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5. [Renumber] (Here R has an integral root and disc(T) is not a square. The Galois group must be isomorphic either to C4 or to 0 4 . ) Let a be the element of S 4 corresponding to the integral root of RI and set (ti) + (tuci>)(Le. we renumber the roots of T according to O ) . 6. [Use new resolvent] Set



rounded to the nearest integer (with the same remarks as before about the accuracy needed for the 8,). If d # O, output (Cd,-) or ( 0 4 , -) depending on whether d is a perfect square or not and terminate the algorithm. 7. [Replace] (Here d = O.) Replace T by the polynomial obtained by applying a Tschirnhausen transformation A using Algorithm 6.3.4. Set ei t A(@,) (which will be the roots of the new T). Reorder the Bi so t h a t &O3 û204 E Z, (only the 3 elements of G / H given in step 1 need to be tried), then go to step 6.



+



In principle, this algorithm involves factoring polynomials of degree 3, hence is computationally simpler than the preceding algorithm, although its structure is more complicated due to the implicit use of two different resolvents. The first resolvent corresponds to G = S4 and H = D4 =< (1234), (13) >. The second resolvent corresponds t o F = xlX; ~2x32 x ~ x ,X~~ X ?G, = 0 4 , H = C4 and G / H = {1,(13)), hence the polynomial of degree 2 need not be explicitly computed in order to find its arithmetic structure.



+



+



+



Remark. (This remark is valid in any degree.) As can be seen from the preceding algorithm, it is not really necessary to compute the resolvent polynomial R explicitly, but only a sufficiently close approximation to its roots (which are known explicitly by definition). To check whether R is squarefree or not can also be done by simply checking that R does not have any multiple root (to sufficient accuracy). In fact, we have the following slight strengthening of Theorem 6.3.3 which can be proved in the same way. Proposition 6.3.8. W e keep the notations of Theorem 6.3.3, but we do net necessarily assume that RG(F,T) i s squarefree. If RG(F,T) has a simple root in Z, then Gal(T) is conjugate under G to a subgroup of H . This proposition shows that it is not necessary to assume RG(F,T) squarefree in order to apply the above algorithms, as well as any other which depend only on the existence of an integral root and not more generally on the degrees of the irreducible factors of Rc(F, T). (This is the case for the algorithms that we give in degree 4 and 5.) This remark should of course be used when implementing t hese algorit hms.
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6.3.4 Degree 5 In degree 5 there are also (up t o conjugacy) five transitive subgroups of S5.



These are Cs (the cyclic group), D5(the dihedral group of order metacyclic group of degree 5), A5 and S5. Some inclusions are



IO), Mzo (the



The algorithm that we suggest is as follows.



Algorithm 6.3.9 (Galois Group for Degree 5 ) . Given an irreducible monic polynomial T E Z[X] of degree 5, this algorithm computes its Galois group. 1. [Compute resolvent] Using Algorithm 3.6.6, compute the roots Let



Bi of T



in @.



and let R t- R(F,T), where a system of representatives of G I H is given by



Round the coefficients of R t o the nearest integer.



2. [Squarefree?] Compute V + (R, R') using the Euclidean algorithm. If V is nonconstant, replace T by the polynomial obtained by applying a Tschirnhausen transformation using Algorithm 6.3.4 and go t o step 1. 3. [Factor resolvent] Factor R using Algorithm 3.5.7. (Note that one can show that either R is irreducible or R has an integral root. So, as in the algorithm for degree 4, it may be better to compute the roots of R which are known explicitly.)



4. [Can one conclude?] If R is irreducible, then output (A5,+) or (S5,-) depending on whether disc(T) is a perfect square or not, and terminate the algorithm. Otherwise, if disc(T) is not a perfect square, output (Mzo, -) and terminate the algorithm. 5. [Renumber] (Here R has an integral root and disc(T) is a square. The Galois group must be isomorphic either t o Cs or t o Ds.) Let u be the element of S5 corresponding t o the integral root of R, and set (ti) + (Le. we renumber the roots of T according to O).



6. [Compute discriminant of new resolvent] Set
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rounded to the nearest integer (with the same remarks as before about the accuracy needed for the Bi). If d # O, output (Cs,+) or (D5,+) depending on whether d is a perfect square or not, and terminate the algorithm. [Replace] (Here d = O.) Replace T by the polynomial obtained by applying a Tschirnhausen transformation A using Algorithm 6.3.4. Set Oi + A(&) (which will be the roots of the new T). Reorder the Bi so that F(Bi,Bi, 03,&,&) E iZ where F is as in step 1, (only the 6 elements of G/H given in step 1 need to be tried), then go to step 6. The first resolvent corresponds to G = S5 and



Step 6 corresponds implicitly to the use of the second degree resolvent obtained with F = XiX: XzX3 X3X4 X4X2 x ~ xG~ = ,D5, H = CS and G/H = (1,(12)(35)).



+



+



+



+



6.3.5 Degree 6 In degree 6 there are up to conjugation, 16 transitive subgroups of Sc. The inclusion diagram is complicated, and the number of resolvent polynomials is high. The best way to study this degree is to work using relative extensions, that is study the number field K as a quadratic or cubic extension of a cubic or quadratic subfield respectively, if they exist. This is done in [Oli2] and [BeMaOl]. In this book we have not considered relative extensions. Furthermore, when a sextic field is given by a sixth degree polynomial over Q, it is not immediately obvious, even if it is theoretically possible, how to express it as a relative extension, although the POLRED Algorithm 4.4.11 often gives such information. Hence, we again turn to the heavier machinery of resolvent polynomials. It is traditional to use the notation Gk to denote a group of cardinality k. Also, special care must be taken when considering abstract groups. For example, the group S4 occurs as two different conjugacy classes of S 6 , one which is in AG,the other which is not (the traditional notation would then be S z and S; respectively). We will describe the groups as we go along the algorithm. There are many possible resolvents which can be used. The algorithm that we suggest has the advantage of needing a single resolvent, except in one case, similarly to degrees 4 and 5.



Algorithm 6.3.10 (Galois Group for Degree 6). Given an irreducible monic polynomial T E Z[X] of degree 6, this algorithm computes its Galois grou p. 1. [Compute resolvent] Using Algorithm 3.6.6, compute the roots Bi of T in C. Let
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and let R



+-



R(F, T), where a system of representatives of G / H is given by



Round the coefficients of R t o the nearest integer.



2. [Squarefree?] Compute V + (R, R') using the Euclidean algorithm. I f V is nonconstant, replace T by the polynomial obtained by applying a Tschirnhausen transformation using Algorithm 6.3.4 and go t o step 1.



3. [Factor resolvent] Factor R using Algorithm 3.5.7. If R is irreducible, then go t o step 5, otherwise let L be the list of the degrees of the irreducible factors sorted in increasing order.



4. [Conclude] a) If L = ( 1 , 2 , 3 ) , let fl be the irreducible factor of R of degree equal t o 3. Output (Cs, -) or (D6,-) depending on whether disc(fi) is a square or not. b) If L = (3,3), let fi and f2 be the irreducible factors o f R. If both disc(fl) and disc(f2) are not squares output (G36,-), otherwise output (Gis,-). Note that G& = C ~ M CE; D3xD3,and Gis = c,2xC2 E C ~ X D ~ . c) If L = (2,4) and disc(T) is a square. output (S4,+).Otherwise, if L = (2,4) and disc(T) is not a square, let be the irreducible factor of degree 4 of R. Then output (A4 x C2,-) or (S4x C2, -) depending on whether disc(fl) is a square or not. d) If L = (1,1,4) then output (A4,+) or (S4,-) depending on whether disc(T) is a square or not. e) If L = (1,5), then output (PSL2(F5),+) or (PGL2(F5),-) depending on whether disc(T) is a square or not. Note that PSL2(F5) E A5 and that



fi



PGL2(F5) E S5. f) Finally. if L = ( 1 , 1 , 1 , 3 ) .output (S3,-). Then terminate the algorithm.



5. [Compute new resolvent] (Here Our preceding resolvent was irreducible. Note that we do not have t o reorder the roots.) Let



and let R by



+



R(F, T ) ,where a system of representatives of G / H is now given



G / H = { I , (14), (151, (161, (241, (251, (261, (341, (35), (36)). Round the coefficients o f



R



t o the nearest integer.



33 1



6.3 Computing Galois Groups



6. [Squarefree?] Compute V +- (R, R') using the Euclidean algorithm. If V is nonconstant, replace T by the polynomial obtained by applying a Tschirnhausen transformation using Algorithm 6.3.4 and go to step 5. 7. [Factor resolvent] Factor R using Algorithm 3.5.7 (Note that in this case either R is irreducible, or it has an integral root, so again it is probably better to com pute these 10 roots directly from the roots of T and check whether they are integral.)



8. [Conclude] If R is irreducible (or has no integral root). then output (As,+) or (S6, -) depending on whether disc(T) is a square or not. Otherwise. output (G3fj, +) or (G72, -) depending on whether disc(T) is a square or not. Then terminate the algorithm. Note that ~ $ = 6 C: >a C4 and G72 = C$ >a D4. The first resolvent corresponds to G = S6 and



The second resolvent, used in step 5, corresponds to G = S6 and



Remark. It can be shown that a sextic field has a quadratic subfield if and only if its Galois group is isomorphic to a (transitive) subgroup of G72. This corresponds to the groups (Cs, -) , (S3,-) , ( D 6 ,-), (G18, -), (G36, -) , (G36 +) and (G72, -) Similarly, it has a cubic subfield if and only if its Galois group is isomorphic to a (transitive) subgroup of S4x C2. This corresponds to the groups (Cs, -), (5'37 -), (DG,- ) r (A47 (547 +)> (547 -), (A4 x C2, -) and ( S 4 C 2 r -)Hence, it has both a quadratic and a cubic subfield if and only if its Galois group is isomorphic to ( c 6 , -), (S3,-) or (D6,-). If the field is primitive, i.e. does not have quadratic or cubic subfields, this implies that its Galois group can only be PSL2(IF5)= Ag, PGL2(IF5) = 3 5 , A6 or S6. +)i



6.3.6 Degree 7



In degree 7, there are seven transitive subgroups of M42, PSL2(F7) 2 PSL3(IF2), A7 and S7. Some inclusions are C7



c D7 c M42 ,



C7



$7



which are C7, D i , M21,



c M21 c PSL2(F7) c A 7 and M21 C M42.



In this case there exists a remarkably simple algorithm.



Algorithm 6.3.11 (Galois Group for Degree 7). Given an irreducible monic polynomial T E Z[X] of degree 7, this algorithm computes its Galois group.
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1. [Compute resolvent] Using Algorithm 3.6.6, compute the roots 0, of T in C. Let



which is a polynomial of degree 35, and round the coefFicients of R to the nearest integer. 2. [Squarefree?]Com pute V + (R, R') using the Euclidean algorithm. If V is nonconstant, replace T by the polynomial obtained by applying a Tschirnhausen transformation using Algorithm 6.3.4 and go to step 1. 3. [Factor resolvent and conclude] Factor R using Algorithm 3.5.7. If R is irreducible, then output (A7, +) or ( 7 , -) depending on whether disc(T) is a square or not. Otherwise, let L be the list of the degrees of the irreducible factors sorted in increasing order. Output (PSLz(lF7),+), (M421-), (Mzi, +), (D7, -) or (C7,+) depending on whether L = (7,28), L = (14,21), L = (7,7,21), L = (7,7,7,14) or L = (7,7,7,7,7) respectively. Then terminate the algorithm. Note that this algorithm does not exactly correspond to the framework based on Theorem 6.3.3 but it has the advantage of being very simple, and computationally not too inefficient. It does involves factoring a polynomial of degree 35 over Z however, and this can be quite slow. (To give some idea of the speed: on a modern workstation the algorithms take a few seconds for degrees less than or equal to 6, while for degree 7, a few minutes may be required using t his algorithm.) Several methods can be used to improve this basic algorithm in practice. First of all, one expects that the overwhelming majority of polynomials will have S7as their Galois group, and hence that our resolvent will be irreducible. We can test for irreducibility, without actually factoring the polynomial, by testing this modulo p for small primes p. If it is already irreducible rnodulo p for some p, then there is no need to go any further. Of course, this is done automatically if we use Algorithm 3.5.7, but that algorithm will start by doing the distinct degree factorization 3.4.3, when it is simpler here to use Proposition 3.4.4. Even if one expects that the resolvent will factor, we can use the divisibility by 7 of the degrees of its irreducible factors in almost every stage of the factoring Algorithm 3.5.7. Another idea is to use the resolvent method as explained at the beginning of this chapter. Instead of factoring polynomials having large degrees, we simply find the list of al1 cosets a of G modulo H such that



If there is more than one coset, this means that the resolvent is not squarefree, hence we must apply a Tschirnhausen transformation. If there is exactly one, then the Galois group is isomorphic to a subgroup of H, and the coset gives
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the permutation of the roots which must be applied to go further down the tree of subgroups. If there are none, the Galois group is not isomorphic to a subgroup of H. Of course, al1 this applies t o any degree, not only to degree 7. As the reader can see, 1 do not give explicitly the resolvents and cosets for degree 7. The resolvents themselves are as simple as the snes that we have given in lower degrees. On the other hand, the list of cosets is long. For example for the pair (S7,M42) we need 120 elements. This is cumbersome t o write down. It should be noted however that the resulting algorithm is much more efficient than the preceding one (again at most a few seconds on a modern workstation). These cosets and resolvents in degree 7, 8, 9, 10 and 11 may be obtained in electronic form upon request from M. Olivier (same address as the author). 6.3.7 A List of Test Polynomials



As a first check of the correctness of an implementation of the above algorithms, we give a polynomial for each of the possible Galois groups occurring in degree less than or equal to 7. This list is taken from [Soi-McKay].Note that for many of the given polynomials, it will be necessary to apply a Tschirnhausen transformation. We list first the group as it is output by the algorithm, then a polynomial having this as Galois group.
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6.4 Examples of Families of Number Fields 6.4.1 Making Tables of Number Fields



It is important to try to describe the family of al1 number fields (say of a given degree, Galois group of the Galois closure and signature) up t o isomorphism. Unfortunately, this is a hopeless task except for some special classes of fields such as quadratic fields, cyclic cubic fields, cyclotomic fields, etc. We could, however, ask for a list of such fields whose discriminant is in absolute value bounded by a given constant, i.e. ask for tables of number fields. We first explain briefly how this can be done, referring to [Mart] and [Pohl] for complete details. We need two theorems. The first is an easy result of the geometry of numbers (which we already used in Section 2.6 to show that the LLL algorithm terminates) which we formulate as follows.



Proposition 6.4.1. There exists a positive constant y,hauzng the following property. I n any lattice (L, q) of Rn, there exists a non-zero uector x such that q(x) < ?,D~/" where D = det(L) = d e t ( ~ ) ' /is~ the deteminant of the lattice (here Q is the matrix of q in some Z-basis of L, see Section 2.5). See for example [KnuS] (Section 3.3.4, Exercise 9) for a proof. The best possible constant yn is called Hermite's constant, and is known only for n 5 8:



6.4 Exarnples of Families of Number Fields



For larger values of n, the recursive upper bound



gives useful results. The best known bounds are given for n 5 24 in [Con-Slo], Table 1.2 and Formula (47). The basic theorem, due to Hunter (see [Hun]and Exercise 26), is as foIlows.



Theorem 6.4.2 (Hunter). Let K be a number field of degree n over Q.There exists 8 E ZK \ Z having the following property. Cal1 Oi the conjugates of 8 in K. Then



where d(K) is the discriminant of K and Tr(8) = 2 - 1 8, is the trace of 8 over Q.In addition, we may assume that O 5 Tr(8) 5 n/2. This theorem is used as follows. Assume that we want to make a table of number fields of degree n and having a given signature, with discriminant d(K) satisS.ing Id(K) 1 5 M for a given bound M. Then replacing d(K) by M in Hunter's theorem gives an upper bound for the leil and hence for the coefficients of the characteristic polynomial of 8 in K . If K is primitive, i.e. if the only subfields of K are Q and K itself, then since 8 4 Z we know that K = Q(O), and thus we obtain a finite (although usually large) collection of polynomials to consider. Most of these polynomials can be discarded because their roots will not satisfy Hunter's inequality. Others can be discarded because they are reducible, or because they do not have the correct signature. Note that a given signature will give several inequalities between the coefficients of acceptable polynomials, and these should be checked before using Sturm's Algorithm 4.1.11 which is somewhat longer. (We are talking of millions if not billions of candidate polynomials here, depending on the degree and, of course, the size of M .) Finally, using Algorithm 6.1.8 compute the discriminant of the number fields corresponding to each of the remaining polynomials. This is the most time-consuming part. After discarding the polynomials which give a field discriminant which is larger than M in absolute value, we have a list of polynomials which define al1 the number fields that we are interested in. Many polynomials may give the same number field, so this is the next thing to check. Since we have computed an integral basis for each polynomial during the computation of the discriminant of the corresponding number field, we can use the POLRED algorithm (or more precisely Algorithm 4.4.12) to give a pseudo-canonical polynomial for each number field. This will eliminate practically al1 the coincidences. When two distinct polynomials give the same field discriminant, we must now check whether or not the corresponding number fields are isomorphic,
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and this is done by using one of the algorithms given in Section 4.5.4. Note that this will now occur very rarely (since most cases have been dealt with using Algorithm 4.4.12). If the field K is not primitive, we must use a relative version of Hunter's theorem due to Martinet (see [Mart]),and make a separate table of imprimitive fields. In the rest of this chapter we will give some examples of families of number fields. The simplest of al1 number fields (apart from Q itself) are quadratic fields. This case has been studied in detail in Chapter 5, and we have also seen that there exist methods for computing regulators and class groups which do not immediately generalize to higher degree fields. Note also that higher degree fields are not necessarily Galois. The next simplest case is probably that of cyclic cubic fields, which we now consider. 6.4.2 Cyclic Cubic Fields



Let K be a number field of degree 3 over Q,i.e. a cubic field. If K is Galois over 0, its Galois group must be isomorphic to the cyclic group 2/32, hence we Say that K is a cyclic cubic field. The Galois group has, apart from its identity element, two other elements which are inverses. We denote them by o and o-' = 02.The first proposition to note is as follows.



Proposition 6.4.3. Let K = Q(8) be a cubic field, where 8 is an algebraic integer whose minimal monic polynomial will be denoted P ( X ) . Then K i s a cyclic cubic field if and only zf the discriminant of P is a square. Proof. This is a restatement of Proposition 6.3.5.



•



This proposition clearly gives a trivial algorithm to check whether a cubic field is Galois or not. In the rest of this (sub)section, we assume that K is a cyclic cubic field. Our first task is to determine a general equation for such fields. Let 8 be an algebraic integer such that K = Q(û), and let P ( X ) = x3- S X ~ T X - N be the minimal monic polynomial of 8, with integer coefficients S, T and N. Note first that since any cubic field h a . at least one real embedding (as does any odd degree field) and since K is Galois, al1 the roots of P must be in K hence they must al1 be real, so a cyclic cubic field must be totally real (i.e. r i = 3 real embeddings, and rz = O complex ones). Of course, this also follows because the discriminant of P is a square. In what follows, we set C = e2"P, i.e. a primitive cube root of unity. Since K is totally real, $ K , hence the extension field K ( c ) is a sixth degree field over Q. It is easily checked that it is still Galois, with Galois group generated



+




 Z[Bf] and [O : Z[Bf]] = v/3. Therefore the discriminant of O is equal to e2. By Corollary 6.4.8 the discriminant of K must also be divisible by e2, and so the theorem O follows.



Proof of Theorern 6.4.6. First, we note that the polynomials given in Theorem 6.4.6 are irreducible in Q[X] (see Exercise 17). Rom Theorem 6.4.11, one sees immediately that 3 is ramified in K (Le. 3 divides the discriminant of K) if and only if 3 1 v. Hence, Lemma 6.4.5 tells us that K is given by an equation P ( X ) = x3-3eX- eu (with several conditions on e and u). If we set u1= 321, VI = v and el = 9e, we have el = (US 27v:)/4, u1 1 6 (mod 9), 3 'j V I , and P ( X ) = x3- (e1/3)X - (e1u1)/27 as claimed in Theorem 6.4.6 (1). Assume now that 3 is not ramified, i.e. that 3 1 v. R o m the proof of the second part of Theorem 6.4.11, we know that K can be defined by the polynomial x3- X 2 ((1 - e)/3)X - (1- 3e + eu)/27 E Z[X] and this time setting el = e, vl = v/3 and u l = u, it is clear that the second statement of Theorem 6.4.6 follows. We still need to prove that any two fields defined by different polynomials P ( X ) given in (1) or (2) are not isomorphic, i.e. that the pair (e,u) determines the isomorphism class. This follows immediately from the uniqueness statement of Lemma 6.4.5. (Note that the e and u in Lemma 6.4.5 are either equal to the e and u of the theorem (in case (2)), or to e/9 and 2113 (in case (1))s) Let us prove (3). Assume that e is equal to a product of t distinct primes congruent to 1 modulo 3 (the case where e is equal t o 9 times the product of t - 1 distinct primes congruent to 1 modulo 3 is dealt with similarly, see Exercise 18). Let A = Z[(1 -)/2] be the ring of algebraic integers of O(-). It is trivial to check (and in fact we have already implicitly used this in the proof of (2)) that if cu E A with 3 1 N(cu),there exists a unique a' associate to cu (i.e. generating the same principal ideal) such that



+



+



+



Furthermore, since A is a Euclidean domain and in particular a PID, Proposition 5.1.4 shows that if pi is a prime congruent to 1 modulo 3, then pi = aiEi for a unique ai = ( u ~ 3viJ=3)/2 with U i 2 (rnod 3) and vi > 0. Hence, if e = - - pi, then e = (u2 27v2)/4 = N ( u 3 v f l ) / 2 if and only if (u+ 3 v a ) / 2 =



+



niciet



+



n,



+



l L,. Let pzK = - - pi be the prime ideal decomposition of pzK obtained using Algorithm 6.2.9. For each i 5 g - 1 S U C ~that N(pi) 5 L2, set S + S U {pi} and u + u N ( p i ) . Then S will be a set of prime ideals which we cal1 the small factor base. Let s be its cardinality.



Hl,, r),where r is the number of rows of the matrix where we set vi = O for i > S.



5. [Check if principal] Let Z



+ D-'U(X



- BY) (since



BI as above, and



D is a diagonal matrix,



no matrix inverse must be computed here). If some entry of Z is not integral, output a message saying that the ideal I is not a principal ideal and terminate the algorithm.



+



6. [Use Archimedean information] Let A be the (cl k)-column vector whose first cl elements are zero, whose next r elements are the elements of Z, and whose last k - r elements are the elements of Y. Let Ac = (ai)l 0:



The factor 1728 used in the definition of j is there to avoid denominators in the Fourier expansion of j ( r ) , and more precisely to have a residue equal to 1 at infinity (the local variable a t infinity being taken to be q). These theorerns show that j is a meromorphic function on the compactification (obtained by adding a point at infinity) of the quotient 3-1/ SL2(2).
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Proposition 7.2.5. The function j is a one-to-one mapping frorn the cornpactijication of fi/ SL2(L) ont0 the projective cornplex plane PI (C) (which zs naturally zsomorphic to the Riemann sphere S2). I n other words, j ( r ) takes once and only once every possible value (zncluding infinity) o n fi/ SL2(Z). Note that this proposition is obtained essentially by combining the remark made after Proposition 7.2.2 (surjectivity) with Proposition 7.2.1 (injecti~it~). Since the field of meromorphic functions on the sphere is the field of rationa1 functions, we deduce that the field of modular functions, i.e. meromorphic functions which are meromorphic at infinity and invariant under SLÎ(Z), is the field of rational functions in j. In particular, modular functions which are holomorphic outside the point at infinity of the Riemann sphere are simply polynomials in j. Finally, if we want to have such a function which is one to one as in Theorem 7.2.5, the only possibilities are linear polynomials a j b. As mentioned above, the constant 1728 has been chosen so that the residue at infinity is equal to one. If we want to keep this property, we must have a = 1. This leaves only the possibility j b for a function having essentially the same properties as j. In other words, the only freedom that we really have in the choice of the modular function j is the constant term 744 in its Fourier expansion. Although it is a minor point, 1 would like to say that the normalization of j with constant term 744 is not the correct one for several reasons. The "correct" constant should be 24, so the "correct" j function should in fact be j - 720. Maybe the most natural reason is as follows: there exists a rapidly convergent series due to Rademacher for the Fourier coefficients c, of j. For n = O, this series gives 24, not 744. Other good reasons are due to Atkin and Zagier (unpublished).



+



+



7.2.2 Isogenies



We now come back to the case of elliptic curves over an arbitrary field.



Definition 7.2.6. Let E and E' be two elliptic curves defined over a field K . A n isogeny from E to Et is a map of algebraic curves from E to E' sending the zero element of E to the zero elernent of E t . The curves are said to be isogenous zf there exists a non-constant isogeny from E to E t . The following theorem summarizes the main properties of non-constant isogenies:



Theorem 7.2.7. Let 4 be a non-constant isogeny from E to E t . Then: (1) If K zs an algebraically closed field, q5 2s a surjective map. ( 2 ) 4 is a finite map, in other words the fiber over any point of Et is constant and finite.
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(3)



4 preserves the group laws of the elliptic curves (note that this was not required in the definition), i.e. it is a map of algebraic groups.



From these properties, one can see that q5 induces an injective map from the corresponding function field of Er to that of E (over some algebraic closure of the base field). The degree of the corresponding field extensions is finite and called the degree of 4. Note that if the above extension of fields is separable, for example if the base field has characteristic zero, then the degree of 4 is also equal to the cardinality of a fiber, i.e. to the cardinality of its kernel q5-' (O), but this is not true in general.



Theorem 7.2.8. Let E be a n elliptic curve over a field K , and let m be a positive integer. Then the map [ml (multiplication by m ) is an endomorphism of E with the following properties: (1) deg [ml = m2. (2) Let E[m]denote the kernel of [ml in some algebraic closure of K , i.e. the group of points of order dividing m. If the characteristic of K is prime to m (or i f it is equal to O), we have



Another important point concerning isogenies is the following:



Theorem 7.2.9. Let q5 be an isogeny from E to E'. There exists a unique isogeny from Et to E called the dual isogeny, such that



4



where m is the degree of 4. I n addition, we also have



4 O 4 = [ml1, where [mlt denotes multiplication by m on El. Note also the following:



Theorem 7.2.10. Let E be an elliptic curve and @ a finite subgroup of E. Then there exists an elliptic curve Er and an isogeny 4 from E to Er whose kernel is equal to 3, e, = 1 if E has multiplicative reduction at p, e, = 2 if E has additive reduction. For p 5 3, the recipe is more complicated and is given in Section 7.5. One can also give a recipe for the f sign occurring in the functional equation. 7.3.3 The Taniyama-Weil Conjecture



Now if the reader has a little acquaintance with modular forms, he will notice that the conjectured form of the functional equation of L(E, s) is the same as the functional equation for the Mellin transform of a modular form of weight 2 over the group



(see [Langl], [Ogg] or [Zag] for al1 relevant definitions about modular forms). Indeed, one can prove the following Theorem 7.3.5. Let f be a modular cusp form of weight 2 on the group r o ( N ) (equivalently f $ is a differential of the first kind on Xo(N) = H / r o ( N ) ) . Assume that f is a normalized newform (hence, in particular,
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an eigenform for the Hecke operators) and that f has rational Fourier coeficients. Then there exists a n elliptic curue E defined over Q such that f = f E , i.e. such that the Mellin transform o f f (it/@) i s equal to A(E, s ) . Such a curve E is called a modular elliptic curve, and is a natural quotient of the Jacobian of the curve Xo(N). Since analytic continuation and functional equations are trivial consequences of the modular invariance of modular forms we obtain: Corollary 7.3.6. Let E be a modular elliptic curve, and let f = Zn>, anqn be the corresponding cusp form. Then Conjecture 7.9.4 is true for the curve



E. In addition, it is known from Atkin-Lehner theory that one must have f ( - ~ / ( N T ) )= - E N T ~f (T) with e = f 1. Then the functional equation is A ( E , 2 - s ) = EA(E,s ) . (Please note the minus sign in the formula for f ( - l / ( N r ) ) which causes confusion and many mistakes in tables.) The number E is called the sign of the functional equation. With Theorem 7.3.5 in mind, it is natural to ask if the converse is true, i.e. whether every elliptic curve over Q is modular. This conjecture was first set forth by Taniyama. Its full importance and plausibility was understood only after Weil proved the following theorem, which we state only in an imprecise form (the precise statement can be found e.g. in [Ogg]): Theorem 7.3.7 (Weil). Let f (7) = En,, - anqn, and for all primitive Dirichlet characters x of conductor m set



Nf, X,s ) = I N ~ ~ I ~ ' ~ ( ~ T ) - X, ~ ~s )(. S ) L ( ~ , Assume that these functions satisfy functional equations of the following form:



where w(x) has modulus one, and assume that as x varies, W(X) satisfies certain compatibility conditions (being precise here would c a r y us a Zittle too far). Then f is a modular form of weight 2 over ro(N). Because of this theorem, the above conjecture becomes much more plausible. The Taniyama-Weil conjecture is then as follows: Conjecture 7.3.8 (Taniyama-Weil). Let E be an elliptic curue over Q, let L ( E , s) = Zn,, ) - ann-' be its L-series, and let f ~ ( r = - anqn> so that
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the Mellin transfonn of f E ( i t / 0 ) is equal to A(E, s). Then f 2s a cusp f o m of weight 2 on î o ( N ) which is an eigenfunction of the Hecke operators. Furthemore, there exists a rnorphism 4 of curves from Xo (N) to E, defined over Q, such that the inverse image by 4 of the differential dxl(2y a i x as) is the d.i,gerential ~ ( 2 2f ~( r)) d r = cf (r)dq/q, where c is some constant.



+



+



Note that the constant c, called Manin's constant, is conjectured to be always equal t o +1 when 4 is a "strong Weil parametrization" of E (see [Sil]).



A curve satisfying the Taniyama-Weil conjecture was called above a modular elliptic curve. Since this may lead t o some confusion with modular curves (the curves Xo(N)) which are in general not elliptic, they are called Weil curves (which incidentally seems a little unfair t o Taniyama). The main theorem concerning this conjecture is Wiles's celebrated theorem, which states than when N is squarefree, the conjecture is true (see [Wiles], [Tay-Wil]). This result has been generalized by Diamond to the case where N is only assumed not to be divisible by 9 and 25. In addition, using Weil's Theorem 7.3.7, it was proved long ago by Shimura (see [Shil] and [Shi2]) that it is true for elliptic curves with complex multiplication. There is also a recent conjecture of Serre (see [Serl]),which roughly states that any odd 2-dimensional representation of the Galois group ~ a l ( Q / o )over a finite field must come from a modular form. It can be shown that Serre's conjecture implies the Taniyama-Weil conjecture. The Taniyama-Weil conjecture, and hence the Taylor-Wiles proof, is mainly important for its own sake. However, it has attracted a lot of attention because of a deep result due t o Ribet [Rib], saying that the Taniyama-Weil conjecture for squarefree N implies the full strength of Fermat's last "theorem" (FLT): if xn+ yn = zn with x, y, z non-zero integers, then one must have n L 2. Thanks t o Wiles, this is now really a theorem. Although it is not so interesting in itself, FLT has had amazing consequences on the development of number theory, since it is in large part responsible for the remarkable achievements of algebraic number theorists in the nineteenth century, and also as a further motivation for the study of elliptic curves, thanks t o Ribet's result. 7.3.4 The Birch and Swinnerton-Dyer Conjecture



The other conjecture on elliptic curves which is of fundamental importance was stated by Birch and Swinnerton-Dyer after doing quite a lot of computer calculations on elliptic curves (see [Bir-SwDl], [Bir-SwD21). For the remaining of this paragraph, we assume that we are dealing with a curve E defined over Q and satisfying Conjecture 7.3.4, for example a curve with complex multiplication, or more generally a Weil curve. (The initial computations of Birch and Swinnerton-Dyer were done on curves with complex multiplication). Recall that we defined in a purely algebraic way the rank of an elliptic curve. A weak version of the Birch and Swinnerton-Dyer Conjecture (BSD) is that the rank is positive (i.e. E(Q)is infinite) if and only if L(E, 1) = O. This
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is quite remarkable, and illustrates the fact that the function L(E, s ) which is obtained by putting together local data for every prime p, conjecturally gives information on global data, i.e. on the rational points. The precise statement of the Birch and Swinnerton-Dyer conjecture is as follows:



Conjecture 7.3.9 (Birch and Swinnerton-Dyer). Let E be a n elliptic curue ouer Q, and assume that Conjecture 7.3.4 (analytic continuation essentially) is true for E. Then i f r is the m n k of E, the function L(E, s ) has a zero of order exactly r at s = 1, and in addition



where Q is a real period of E, R(E/Q) is the so-called regulator of E, which is an r x r deterrninant fomned by pairing in a suitable way a basis of the nontorsion points, the product is ouer the primes of bad reduction, c, are small integers, and LU(E/Q) i s the so-called Tate-Shafarevitch group of E. It would carry us too far to explain in detail these quantities. Note only that the only quantity which is difficult to compute (in addition to the rank r ) is the Tate-Shafarevitch group. In Sections 7.4 and 7.5 we will give algorithms to compute al1 the quantities which enter into this conjecture, except for IIII(E/Q)I which is then obtained by division (the result must be an integer, and in fact even a square, and this gives a check on the computations). More precisely, Section 7.5.3 gives algorithms for computing lim,,i(sl)-rL(E, s ) , the quantities R and 1 E (0) 1 are computed using Algorithms 7.4.7 and 7.5.5, the regulator R(E/Q) is obtained by computing a determinant of height pairings of a basis of the torsion-free part of E(Q), these heights being computed using Algorithms 7.5.6 and 7.5.7. Finally, the c, are obtained by using Algorithm 7.5.1 if p 2 5 and Algorithm 7.5.2 if p = 2 or 3. Note that the above computational descriptions assume that we know a basis of the torsion-free part of E ( 0 ) and hence, in particular, the rank r, and that this is in general quite difficult. The reader should compare Conjecture 7.3.9 with the corresponding result for the O-dimensional case, i.e. Theorem 4.9.12. Dedekind's formula at s = O is very similar to the BSD formula, with the regulator and torsion points playing the same role, and with the class group replaced by the Tate-Shafarevitch group, the units of K being of course analogous to the rational points. Apart from numerous numerical verifications of BSD, few results have been obtained on BSD, and al1 are very deep. For example, only in 1987 was it proved by Rubin and Kolyvagin (see [Koll], [Ko12], [Rub]) that III is finite for certain elliptic curves. The first result on BSD was obtained in 1977 by Coates and Wiles [Coa-Wil] who showed that if E has complex multiplication and if E(Q)is infinite, then L(E, 1) = O. Further results have been obtained,
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in particular by Gross-Zagier , Rubin and Kolyvagin (see [Gro-Zag21, [GKZ], [Koll], [Ko12]). For example, the following is now known:



Theorem 7.3.10. Let E be a Weil curue. Then (1) If L(E, 1) # O then r = 0. (2) If L(E, 1) = O and L'(E, 1) # O then r = 1.



Furthemore, in both these cases IlIII is finite, and up to some simple factors divides the conjectural IILIl involved in BSD. The present status of BSD is essentially that very little is known when the rank is greater than or equal to 2. Another conjecture about the rank is that it is unbounded. This seems quite plausible. Using a construction of J.-F. Mestre (see [Mes31 and Exercise 9), Nagao has obtained an infinite family of curves of rank greater or equal t o 13 (see [Nag]), and Mestre himself has just obtained an infinite family of curves of rank greater or equal to 14 (see [Mess]).Furthermore, using Mestre's construction, several authors have obt ained individual curves of much higher rank, the current record being rank 22 by Fermigier (see [Mes4], [Fer11, [NagKou] and [Fer2]).



7.4 Algorithms for Elliptic Curves The previous sections finish up Our survey of results and conjectures about elliptic curves. Although the only results which we will need in what follows are the results giving the group law, and Theorems 7.2.14 and 7.2.15 giving basic properties of curves with complex multiplication, elliptic curves are a fascinating field of study per se, so we want to describe a number of algorithms to work on them. Most of the algorithms will be given without proof since this would carry us too far. Note that these algorithms are for the most part scattered in the literature, but others are part of the folklore or are new. 1 am particularly indebted to J.-F. Mestre and D.Bernardi for many of the algorithms of this section. The most detailed collection of algorithms on elliptic curves can be found in the recent book of Cremona [Cre]. 7.4.1 Algorithms for Elliptic Curves over @



The problems that we want to solve here are the following. (1) Given w i and w2, compute the coefficients g2 and g3 of the WeierstraB equation of the corresponding curve. (2) Given w i and w2 and a complex number z, compute g(z) and gf(z). (3) Conversely given gz and g3 such that gg - 27g3 # O, compute w i and w2 (which are unique only up to an element of SL2(Z)).
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(4) Similarly, given g2, g3 and a point (a, y) on the corresponding WeierstraB curve, compute the complex number z (unique up to addition of an element of the period lattice generated by w l and w2) such that x = g(z) and Y = P'(z)-



If necessary, after exchanging w l and w2, we may assume that Im(wl/w2) > 0, i.e. if we set T = wI /w2 then T E 7i. As usual, we always set q = e2'"', we have (ql < 1 when T E 3-1. Then we have the following proposition:



and



Proposition 7.4.1. We have



and also



This could already be used to compute g2 and 9 3 reasonably efficiently, but it would be slow when T is close to the real line. In this case, one should first find the complex number T' belonging to the fundamental domain 3 which is equivalent to T, compute g2 and 9 3 for T', and then come back to T using the (trivial) transformation laws of g2 and g3, i.e. g k ( w i bw2,cul dwz) =



+



gt(wi, w2) when



+



(d d) t SL2(Z).This leads to the following algorithms.



Algorithm 7.4.2 (Reduction). Given T E 71, this algorithm outputs the unique T' equivalent t o T under the action of SL2(Z) and which belongs to the standard fundamental domain 3,as well as the matrix A E SLâ(Z) such that T' = AT.



3. [Finished] Set m c 77. If m 2 1,output T and A and terminate the algorithm. Otherwise set



T + -7/m,



A



+



(



:)/land



gotostep 2.



This is of course closely related to the reduction algorithm for positive definite quadratic forms (Algorithm 5.4.2),as well as to Gauss's lattice reduction algorithm in dimension 2 (Algorithm 1.3.14). Warning. The condition m 2 1 in step 3 should in practice be implemented as m > 1- E for some E > O depending on the current accuracy. If this precaution is not taken the algorithm may loop indcfinitcly, and thc cost is simply that the final T may land very close to biit not exactly in the standard fundamental domain, and this has absolutely no consequence for practical comput at ions. We can now give the algorithm for computing 92 and g3.
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Algorithm 7.4.3 (g2 and g3). Given wl and w2 generating a lattice LI this algorithm computes the coefficients g2 and g3 of the WeierstraB equation of the elliptic curve CIL. 1. [Initialize] If Im(wl/w2) < O , exchange wl and w2. Then set r + w1/w2. 2. [Reduce] Using Algorithm 7.4.2, find a matrix A = that r' = Ar is in the fundamental domain



(c i)



t S L 2 ( Z ) such



+. Set q' = e2'"'.



3. [Compute] Compute g2 and g3 using the formulas given in Proposition 7.4.1, replacing q by q' and w2 by cul dw2, and terminate the algorithm.



+



Since 7' E 3,we have Imr' 2 fi/2 hence 141 _< ërJ3 ~ i4.33 : - 10-~, so the convergence of the series, although linear, w i l l be very fast. We can also use the power series expansions t o compute g ( z ) and g l ( z ) :



Proposition 7.4.4. Set r = w1/w2 E 71,q = e2'"r and u = e2"z/w2



. Then



and



Note that the formula for p'(z) in the first printing of [Sil] is incorrect. As usual, we must do reductions of T and z before applying the crude formulas, and this gives the following algorithm.



Algorithm 7.4.5 ( ~ ( zand ) p 1 ( z ) ) . Given wl and w2 generating a lattice L, and z E @, this algorithm computes p ( z ) and p'(z). 1. [Initialize and reduce] If Im(wl/w2) < O , exchange wi and w2. Then set r t w1/w2. Using Algorithm 7.4.2, find a matrix A =



( d)



E S L ~ ( Zsuch )



that Ar is in the the fundamental domain 3. ~ i n a l l set ~ ; r'+ Ar and w2 e



cul



+



0 2 .



2. [Reduce z] Set z t z / w 2 , n + [ I m ( z ) / I m ( r ) l ,z + z - nr and z t z - [Re(z)l. 3. [Compute] If z = O, output a message saying that z E L. Otherwise compute p ( z ) and ~ ' ( zusing ) the formulas given in Proposition 7.4.4 (with u = e2""" since we have already divided z by w2) and terminate the algorithm.



7.4 Algorithrns for Elliptic Curves



397



Remark. For the above computations it is more efficient t o use the formulas that link elliptic functions with the a function, since the latter are theta series and so can be computed efficiently. For reasonable accuracy however (say less t han 100 decimal digits) the above formulas suffice. We now consider the inverse problems. Given g2 and g3 defining a WeierstraB equation, we want to compute a basis wl and w2 of the corresponding lattice. First, recall the definition of the Arithmetic-Geometric Mean (AGM) of two numbers.



Definition 7.4.6. Let a and b be two positive real numbers. The ArithmeticGeometric mean of a and b, denoted by AGM(a, b) is defined as the common limit of the two sequences a, and b, defined by a0 = a, bo = b, a,+l = (a, bn)/2 and bn+i = 4 G .



+



It is an easy exercise t o show that these sequences converge and that they have a common limit AGM(a, b) (see Exercise 10). It can also be proved quite easily that 7r ~ / 2 dt 2AGM(a,b)=L Ja2cos2t+b2sin2t (see Exercise 11) and this can easily be transformed into an elliptic integral, which explains the relevance of the AGM to Our problems. For many more details on the AGM, 1 refer t o the marvelous book of Borwein and Borwein [Bor-Bor]. Apart from their relevance t o elliptic integrals, the fundamental property of the AGM sequences a, and b, is that they converge quadratically, i.e. the number of significant decimals approximately doubles with each iteration (see Exercise 10). For example, there exists AGM-related methods for computing n to high precision (see again [Bor-Bor]), and since 220 > 106 only 20 iterations are needed t o compute 1000000 decimals of T ! The AGM can also be considered when a and b are not positive real numbers but are arbitrary complex numbers. Here the situation is more complicated, but can be summarized as follows. At each stage of the iteration, we must choose some square root of a,b,. Assume that for n sufficiently large the same branch of the square root is taken (for example the principal branch, but it can be any other branch). Then the sequences again converge quadratically t o the same limit, but this limit of course now depends on the choices made for the square roots. In addition, the set of values of 7r/ AGM(a, b) (where now AGM(a, b) has infinitely many values) together with O form a lattice L in @. The precise link with elliptic curves is as follows. Let el, e2, es be the three complex roots of the polynomial 4x3 - g2x - g3 such that y2 = 4x3 - g2x - 93 defines an elliptic curve E. Then, when the AGM runs through al1 its possible determinations n/AGM(d-, d x )gives al1 the lattice points (except O) of the lattice L such that E 2 CIL.
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We however will usually use the AGM over the positive real numbers, where it is single-valued, since the elliptic curves that we will mainly consider are defined over R, and even over Q. In this case, the following algorithm gives a basis of the period lattice L. Since Our curves will usually be given by a generalized WeierstraB equation y2 + alxy a3y = x3 a2x2 a4x as instead of the simpler equation Y2 = 4X3 - g2X - g3, we give the algorithm in that context.



+



+



+



+



Algorithm 7.4.7 (Periods of an Elliptic Curve over IR). Given real numbers a l , . . . ,a6, this algorithm computes the basis (w11w2)of the period lattice of E such that w2 is a positive real number and wL/w2 has positive imaginary part and a real part equal t o O or -112. 1. [Initialize] Using Formulas (7.1),compute b2, b4, b6 and A, and if A < 0 go to step 3. 2. [Disconnected case] Let el, e2 and e3 be the three real roots of the polynomial 4x3 b2x2 2b4x b6 = O with el > e2 > e3. Set w2 + */AGM(JG, JK) wl , i n / A ~ M ( d = , and ter-



+



+



+



minate the algorithm.



-



-



4-)



3. [Connected case] Let el be the unique real root of 4x3 b6 = O. Set a 3ei b2/4 and b + J3eS (bz/2)ei w2 + 2ir/



+



AGM(~&,J K a ) , w l + -wi/2



+



+ b2x2 + 2b4x +



+ b4/2. Then set



+ i r r / A ~ ~ ( 2 f J2b-a) i,



and



terminate the algorithm.



Note that the "real period" fl occurring in the Birch and Swinnerton-Dyer conjecture 7.3.9 is 2w2 when A > 0, and w2 otherwise, and that wl/w2 is not necessarily in the standard fundamental domain for 'H/ SL2(Z). Finally, we need an algorithm to compute the functional inverse of the g~ function. The WeierstraB parametrization (p(z) : pl(z) : 1) can be seen as an exponential morphism from the universal covering @ of E(C). It can be considered as the composition of three maps:



the last one being an isomorphism. Its functional inverse, which we can naturally cal1 the elliptic logarithm, is thus a multi-valued function. In fact, Algorithm 7.4.7 can be extended so as to find the inverse image of a given point. Since square roots occur, this give rise to the same indeterminacy as before, i.e. the point z is defined only up to addition of a point of the period lattice L. As in the previous algorithm, taking the positive square root in the real case gives directly the unique u such that Iql < lu1 5 1. We will therefore only give the description for a real point.



7.4 Algorithms for Elliptic Curves



399



Algorithm 7.4.8 (Elliptic Logarithm). Given real numbers a i , . . .,as defining a generalized WeierstraB equation for an elliptic curve E and a point P = (x,y) on E(R), this algorithm computes the unique complex number z such that g(z) = x + b2/12 and p'(z) = 2y + a l x + a3, where p is the WeierstraB function corresponding to the period lattice of El and which satisfies the following additional conditions. Either z is real and O 5 z < w2, or A > 0, z - w1/2 is real and satisfies O 5 z - w1/2 < w2. 1. [Initialize] Using Formulas (7.1),compute b2, b4, bs and A. If A



< O go



to



step 6.



2. [Disconnected case] Let e l , e2 and e3 be the three real roots of the polynomial 4x3 b2x2 2b4x bs = O with el > e2 > es. Set a + JG and b + JeT-e;, If x < el set f + 1, X t y/(s-e3) and x t X2+alX-a2-x-e3. otherwise set f + O. Finally, set c + JG.



+



+



+



+



(c



3. [Loop] Repeat (a, b, c) + ((a b)/2, difference a - b is sufFiciently small.



+ Jc2 + b2 - a2)/2) until the



+



+



+



4. [Connected component] If f = O and 2y a l x a3 < O or f = 1 and 2y a l x a3 _> O set z + arcsin(a/c)/a. Otherwise set z + (T- arcsin(a/c))/a. If f = O output z and terminate the algorithm.



+



5. [Other component] Compute wl + i ~A/G M ( , / K , J-) as in Algorithm 7.4.7 (unless of course this has already been done). Output z w1 /2 and terminate the algorithm.



+



+



+



+



6. [Connected case] Let el be the unique real root of 4x3 b2x2 2b4r bs = 0. Set p + J3eS (b2/2)el+ b4/2. o + 3ei b2/4, a + 2@, b + and c + (& -il B)/ J-.



+ +



+



+



7. [Loop] Repeat (a, b, c) + ((a b)/2, difference a - b is sufficiently small.



+



Jm



Jab,(c + d c 2 + b2 - a2)/2) until the



+



8. [Terminate] If (2y a l x a3)((x - el)2 - B2) < 0. set z + arcsin(a/c)/a otherwise set z t ( T - arcsin(a/c))/a. If 2y+ alx+ a3 > 0, set z + z + n/a. Output z and terminate the algorithm.



Note that we could have avoided the extra AGM in step 5, but this would have necessitated using the complex AGM and arcsin. Hence, it is simpler to proceed as above. In addition, in practice w l will have already been computed previously and so there is not really any extra AGM t o compute. 7.4.2 Algorithm for Reducing a General Cubic



The problem that we want t o solve here is the following. Given a general non-singular irreducible projective plane cubic over an arbitrary field K, Say
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where (U : V : W) are the projective coordinates, and a K-rational point Po = (uo : vo : wo) on the curve, find a birational transformation which transforms this into a generalized WeierstraB equation. We will explain how to do this in the generic situation (Le. assuming that no expression vanishes, that Our points are in general position, etc . . .), and then give the algorithm in general. We also assume for simplicity that Our field is of characteristic different from 2. We first make a couple of reductions. Since the curve is non-singular, its partial derivatives with respect to U and V cannot vanish simultaneously on the curve. Hence, by exchanging if necessary U and V, we may assume that it is the derivative with respect to V at Po which is different from zero. Consider now the tangent a t Po to the curve. This tangent will then have a (rational) slope A, and intersects the curve in a unique third point which we will cal1 Pi = (ui: vl : wl). After making the change of coordinates (U',V') = (U - ui, V - V I ) we may assume that Pl has coordinates (O : O : l ) , i.e. is at the origin, or in other words that the new value of slo is equal to zero. We now have the following theorem (for simplicity we state everything with affine coordinates, but the conversion to projective coordinates is easy t o make).



Theorem 7.4.9. W e keep the above notations and reductiona. Call cj(U, V) the coeficient of degree W 3 - j in the equation of the curve (so that cj is a hornogeneous polynornial of degree j ) , and set



Furthemore, i f X is the slope of the tangent ut Po as defined above, set



(1) W e have A = O and B (2) The transformation



# 0.



is a birational transformation whose inverse is given by



(3) This birational rnap transforms the equation of the curve into the Weierstraj3 equation



Y~=X~+CX~+BDX+B~E.
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Proof. The line V = AU is the new equation of the tangent at Po that we started from. This means that it is tangent to the curve. Solving for U ,one has the trivial solution U = O corresponding to the point Pl, and the two other roots must be equal. In other words we must have d (1, A) = O, since this is the discriminant of the quadratic equation. Since clearly A = d(1, A), this shows that A = 0. Now solving for the double root , we see that the coordinates of Po (in the new coordinate system of course) are (a,Xa), where we set



Now 1 claim that we have the equalities dd B = -(Il dV



af



A) = -4c3(i, A)%(&, Xa),



where f (U, V) = O is the (affine) equation of the curve. Assurning this for a moment, this last partial derivative is the partial derivative of f with respect to V at the point Po,hence is different from zero by the first reduction made above. Furthermore, c3(l,A) # O also since otherwise Po would be at infinity and we have assumed (for the moment) that Po is in general position. This shows that B # O and hence the first part of the theorem. To prove my claim, note that the first equality is trivial. For the second, let us temporarily dc abbreviate cj(1, A) to cj and -(1, A) to ci. Then by homogeneity, one sees dV immediately t hat



We know that A = ci- 4c1c3 = O (and this can be checked once again explicitly if desired). Therefore we can replace c; by 4cic3, thus giving



and the claim follows by differentiating the formula d = cz - 4clc3.



By simple replacement, one sees immediately that, since B # 0, the maps (U,V) + (X, Y) and (X, Y) + (U, V) are inverse to one another, hence the second part is clear. For the last part, we simply replace U and V by their expressions in terms of X and Y. We can multiply by c3(X,XX+ B) (which is not identically zero), and we can also simplify the resulting equation by BY - cz(X,XX B ) since B is different from zero and the curve is irreducible (why?). After expanding and simplifying we obtain the equation



+
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Now since d(U, V ) is a homogeneous polynomial of degree 4, one sees immediately that



thus finishing the proof of the theorem.



•



It is now easy to generalize this theorem to the case where the point Po is not in general position, and this leads to the following algorithm, which we give in projective coordinates.



Algorithm 7.4.10 (Reduction of a General Cubic). Let K be a field of characteristic different from 2, and let f(U, V,W ) = O be the equation of a general cubic, where



Finally, let Po = (uo : vo : wo) be a point on the cubic, i.e. such that f (uo,volwo) = O. This algorithm, either outputs a message saying that the curve is singular or reducible, or else gives a WeierstraB equation for the curve and a pair of inverse birational maps which transform one equation into the other. We will cal1 (X : Y : T)the new projective coordinates, and continue t o cal1 si the coefficients of the transformed equation g during the algorithm.



1. [Initialize] Set ( m l ,m2,m3)+ (U,V,W ) ,( n l ,n2,n a )+ ( X ,Y,T ) and g + f. (Here (ml : m2 : m3)(U,V,W ) and (ni : n2 : n 3 ) ( XY, , T ) will be the pair of inverse birational maps. The assignments given in this algorithm for these maps and for g are formal, i.e. we assign polynomials or rational functions, not values. In addition, it is understood that the modifications of g imply the modifications of the coefficients si.) 2. [Send Po t o (O : O : l)] If wo



# 0, set (ml,m2,m3)+ (woml- uom3,wom2 -



v0m3,~0m3)1 (72.1, n2, n3) i- (won1 + u0n3,won2 + von31 w0n3)t 9 g(w0U uoW,WOV voW,wOW)and go t o step 3. Otherwise, if uo # 0, set (ml 1 m2 m3) ( ~ 0 ~ uom2 3 7 - vomi 7 U O ~ ,I (ni ) ,n2 n3) ( ~ 0 n1 3u0n2 + von3,uonl),g + g(uoW,uoV voW,uoU) and go t o step 3. Finally, if wo = uo = O (hence vo # O), exchange m2 and ms, n2 and n3, and set cl 9W,W,V). 3. [Exchange U and V?] (Here slo = O). If S B = s9 = O, output a message saying that the curve is singular at Po and terminate the algorithm. Otherwise, if sg = O, exchange ml and ma, ni and 7-12, and set g + g(V,U , W ) . 4. [Send Pl t o (O : O : l)](Here sg # O.) Set X + ( - s s / s g ) ,c2 + s7X2+s6X+s~, c3 t s4X3 + s3X2 + s2X S I .Then, if c3 # 0, set (ml,m2,m3)i- (c3ml ~2m3, c3m2 +Xc2m3, c3m3)i (nl,n27 n3) (c3nl-c2n3, ~ 3 7 2 2-Ac27139 ~3n3)1



+



+



9



+



+



+



+
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g t g(c3U - c2W,c3V - Xc2W,c3W) and go t o step 5. Otherwise, if c2 = O output a message saying that the curve is reducible and terminate the algorithm. Finally, if c3 = O and c2 # 0, set (mi,m2,m3) + (m3, m2 -Xml,ml), (ni, n2, n3) t (n3, na An3, n l ) and g t g(W, V+ XW, U), then set X + O.



+



5. [Apply theorem] (Here we are finally in the situation of the theorem.) Let as in the theorem cj(U,V) be the coefficient of W3-j in g(U,V,W), and d(U, V) + c2(U,V)2 - 4c1(U, V)c3(U,V). Compute B, Cl D and E such that d(U, AU 1) = BU3 CU2 DU E. Then set



+



(mi, m2, ms)



+



+



+



+



(Bmi(m2 - Xmi)ms, B(2c3(mi1m2) cz(m1, mz)m3), (m2 - ~ m i ) ~ m 3 )



+



Output the maps ( X , Y , T ) t ( m l , m 2 , m 3 ) and ( U , V , W ) t ( n 1 , n 2 , n 3 ) , the projective WeierstraB equation



and terminate the algorithm.



7.4.3 Algorithms for Elliptic Curves over IF,



The only algorithms which we will need here are algorithms which count the number of points of an elliptic curve over IF,, or equivalently the numbers a, such that IE(Fp)l= p 1 - a,. We first describe the naïve algorithm which expresses ap as a sum of Legendre symbols, then give a much faster algorithm using Shanks's baby-step giant-step method and a trick of Mestre. Counting the number of points over IF2 or IF3 is trivial, so we assume that p 2 5. In particular, we may simpli@ the WeierstraB equation, i.e. assume that a i = a 2 = a3 = O, so the equation of the curve is of the form y 2 = z3 ax 13. The curve has one point at infinity (O : 1 : O), and then for every x E Fp, there are 1 ( x 3 + ~ x + b ) values of y. Hence we have Np = p 1 CxEF, (x3+~x+b), thus giving the formula



+



+ +



+



+ +



This formula gives a O ( ~ ' + * ( ' )time ) algorithm for computing a,, and this is reasonable when p does not exceed 10000, Say. However we can use Shanks's baby step-giant step method to obtain a much better algorithm. By Hasse's theorem, we know that p 1 - 2 f i 
 3, this algorithm determines the Kodaira symbol associated with the curve modulo p. In addition, it computes the exponent f of p in the arithmetic conductor of the curve, the index c = [E(Qp) : EO(Q,]and integers u, r,s, t such that a;, . . . , a i linked to a l , . . . ,a6 via Formulas (7.2) give a model with the smallest possible power of p in i t s discriminant.



1. [lnitialize] Compute c4, CG, A and j using Formulas (7.1). If vp(j) k + vp(A) vp(j) else set k t uP(A).



+








The Archimedean contribution has a more interesting history from the computational point of view. Initially, it was defined using logarithms of a functions on the curve, but such objects are not easy to compute by hand or with a hand-held calculator. Tate then discovered a very nice way to compute it using a simple series. Silverman's paper [Si121 also contains an improvement to t hat method. However, that series converges only geometrically (the n- t h term is bounded by a constant times 4-"). The original definition, while more cumbersome, has a faster rate of convergence by using q-expansions, so it should be preferred for high-precision calculations.



Algorithm 7.5.7 (Height Contribution a t CO). Given a i , . . . ,a6 E R and the coordinates (x, y) of a point P on E(R), this algorithm computes the Archimedean contribution of the canonical height of P. 1. [Initialize] Using Formulas (7.1), compute b2, b4, b6 and A. Using Algorithm 7.4.7, compute w l and w2. Using Algorithm 7.4.8, compute the elliptic logarithm z of the point P. Set X + 2?r/w2, t t XRe(z) and q + e2"w1/w2. (Note that q is a real number and IqI < 1.)



2. [Compute theta function] Set



(stopping the sum when



qn(n+1)/2



becomes sufficiently small).



3. [Terminate] Output



and terminate the algorithm. The canonical height L(P) is the sum of the two contributions coming from Algorithms 7.5.6 and 7.5.7.



7.5 Algorithms for Elliptic Curves over Q



7.5.3 Algorithms for c o m p u t i n g the L-function



As we have seen, according to the Birch and Swinnerton-Dyer conjecture, most of the interesting arithmetical invariants of an elliptic curve E are grouped together in the behavior of L(E, s) around the point s = 1,in a manner similar to the case of number fields. In this section, we would like to explain how to compute this L function at s = 1, assuming of course that E is a modular elliptic curve. The result is analogous to Propositions 5.3.14 and 5.6.11 but is in fact simpler since it (apparently) does not involve any higher transcendental functions.



Proposition 7.5.8. Let E be a modular elliptic curve, let N be the conductor of E, let L ( E , s) = be the L-series of E and finally let E = f1 be the sign in the functTonal equation for L ( E , s ) . Then if A is any positive real number, we have



armes



and in particular



As in the case of quadratic fields, we have given the general formula involving a real parameter A, but here the purpose is different. In the case of quadratic fields, it gave the possibility of checking the correctness of the computation of certain higher transcendental functions. Here, its use is very different: since the expression must be independent of A, it gives an indirect but quite efficient way to compute the sign E (and also the conductor N for that matter), which otherwise is not so easy to compute (although there exist algorithms for doing so which are rather tedious). Indeed, we compute the right hand side of the formula giving L(E, 1) for two different values of A, Say A = 1 and A = 1.1 ( A should be close to 1for optimal speed), and the results must agree. Only one of the two possible choices for E will give results which agree. Hence the above proposition enables us, not only to compute L(E, 1) to great accuracy (the series converges exponentially) but also to determine the sign of the functional equation. Also note that the a, are computed using Algorithm 7.4.12 or simply as a sum of Legendre symbols, and the a, are computed using the relations al = 1, a,, = aman if rn and n are coprime, and a,k = apapk-1 - papk-l for k 2 2. This is not the whole story. Assume that we discover in this way that E = -1. Then L(E, 1) = O for trivial antisymmetry reasons, but the Birch and Swinnerton-Dyer conjecture tells us that the interesting quantity to compute



414
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is now the derivative L'(E, 1) of L(E, s ) at s = 1. In that case we have the following proposition which now involves higher transcendental functions. Proposition 7.5.9. Let E be a modular elliptic curve, let N be the conductor of E , and let L(E, s) = C,,, a,n-' be the L-series of E. Assume that the sign E of the functional equation for L(E,s) is equal to -1 (hence triuially L(E, 1) = O). Then



where El is the exponential integral function already used i n Proposition 5.6.11. In the case where L(E, s) vanishes to order greater than 1 around s = 1, there exist similar formulas for L(')(E, 1) using functions generalizing the function El(x). We refer to [BGZ] for details. If we assume the Birch and Swinnerton-Dyer conjecture, these formulas allow us to compute the rank of the curve E as the exact order of vanishing of L ( E , s ) around s = 1. Note that although the convergence of the series which are obtained is exponential, we need a t least 0 ( n )terrns before the partial sums start to become significantly close to the result, hence the limit of this method, as in the case of quadratic fields, is for N around 10lO.In particular, if we want to estimate the rank of elliptic curves having a much larger conductor, other methods must be used (still dependent on al1 standard conjectures). We refer to [Mes21 for det ails.



7.6 Algorithms for Elliptic Curves with Complex Multiplication 7.6.1 C o m p u t i n g the Complex Values of j ( r )



We first describe an efficient way to compute the numerical value of the function j(7) for r E X. Note first that, as in most algorithms of this sort, it is worthwhile to have r with the largest possible imaginary part, hence to use j ( r ) = j(y(7)) for any y E SL2(Z). For this, we use Algorithm 7.4.2. After this preliminary step, there are numerous formulas available to us for computing j ( r ) , as is the case for al1 modular forms or functions. We could for example use Algorithm 7.4.3 for computing g2 and g3. It would also be possible to use formulas based on the use of the arithmetic-geometric mean which are quadratically convergent. This would be especially useful for high precision computations of j(r).
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We will use an intermediate approach which 1 believe is best suited for practical needs. It is based on the following formulas. Set as usual q = eZiTT,and



This expression should be computed as written. Note that the convergence is considerably better than that of an ordinary power series since the exponents grow quadratically. It is a well known theorem on modular forms that



Now the formula that we will use for computing j ( r ) is



+



(256f (7) 1)3 where f (T) = A(27-1 f(T) A(T)



=



(note that changing T into 27 changes q into q2). 7.6.2 Computing the Hilbert Class Polynomials Our second goal is to compute the equation of degree h(D) satisfied by j(r), which we will cal1 the Hilbert class polynomial for the discriminant D. For this we directly apply Theorem 7.2.14. This leads to the following algorithm, which is closely modeled on Algorithm 5.3.5.



Algorithm 7.6.1 (Hilbert Class Polynomial). Given a negative discrimina n t Dl this algorithm computes the monic polynomial of degree h(D) in Z[X]of which j ( ( D n ) / 2 ) is a root. We make use of a polynomial variable P.



+



1. [Initialize] Set P + 1, b 2. [Initialize a] Set t



+



D mod 2 and B +



+ (b2 - D)/4



and a



1



+ max(b, 1).



+



3. [Test] If a { t go to step 4. Otherwise compute j + j((-b n ) / ( 2 a ) ) using the above formulas. Now if a = b or a2 = t or b = O set P + P - ( X - j). else set P +- P - 2 Re(j)X 1jI2).



(x2



4. [Loop on a] Set a + a



+



+ 1. If a 2 2 t , go t o step 3. +



5. [Loop on b] Set b e b 2. If b 5 B go t o step 2, otherwise round the coefficients of P t o the nearest integer, output P and terminate the algorithm.



An important remark must be made, otherwise this algorithm would not make much sense. The final coefficients of P (known to be integers) must be
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computed within an error of 0.5 a t most. For this, we need t o make some a priori estimate on the size of the coefficients of P. In practice, we look at the constant term, which is usually not far from being the largest. This term is m l ( 2 a ) ) over al1 reduced forms equal t o the product of the values j((-b (a, b, c), and the modulus of this is approximately equal to e " f l ~ ( ~ " hence ) the modulus of the constant term is relatively close t o lok, where



+



. .



.



. .



the sum running over al1 reduced forms (a, b, c) of discriminant D. Hence in step 3, the computation of the j-values should be done with a t least k+ 10 significant digits, 10 being an empirical constant which is sufficient in practice. Note that the value of C l l a is not known in advance, so it should be computed independently (by again applying a variant of Algorithm 5.3.5), since this will in any case take a negligible proportion of the time spent. 7.6.3 Computing Weber Class Polynomials



One of the main applications of computing the Hilbert class polynomials is t o explicitly generate the Hilbert class field of K = Q(*) when D is a negative fundamental discriminant. As already mentioned, the coefficients of these polynomials will be very large, and it is desirable t o make them smaller. One method is to use the POLRED Algorithm 4.4.11. An essentially equivalent method is given in [Kal-Yui]. A better method is to start by using some extra algebraic informat ion. We give an example. Set



(this is the 24-th root of the function A(T) defined above, and is called Dedekind's eta-function). Define



Then if D



f8 (mod 32) and 3 .t D , if we set



we can use u instead of j for generating the class field. Indeed, one can show that K ( j ) = K(u), that u is an algebraic integer (of degree equal t o h(D)), and what is more important, that the coefficients of the minimal monic polynomial
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of u (which we will cal1 the Weber class polynomial for D ) have approximately 12 times fewer digits than those of the Hilbert class polynomials. Note that one can easily recover j from u if needed. For example, in Our special case above we have



This takes care only of certain congruence classes for D , but most can be treated in a similar manner. We refer the interested reader to [Atk-Mor] or to [Kal-Yui] for complete details. The algorithm for computing the Weber class polynomials is essentially identical to the one for Hilbert class polynomials: we replace j by u , and furthermore use a much lower precision for the computation of u. For example, in the case D = f8 (mod 32) and 3 { D , we can take approximately one twelfth of the number of digits that were needed for the Hilbert class polynomials.



7.7 Exercises for Chapter 7 1. (J. Cremona) Given Q and cs computed by Formulas (7.1), we would like to recover the bi and ai, where we assume that the ai are in Z. Show that the following procedure is valid. Let b2 be the unique integer such that -5 5 b2 5 6 and b2 -a mod 12. Then set b4 = (bz - ~ ) / 2 4 ,bs = (- bi 36bzb4 - cs)/2l6. Finally set a l = b2 mod 2 E {O, 11, a 2 = (b2 - a1)/4 E (-1, O, 11, a3 = b6 mod 2 E {O, 11, a4 = (b4 - ala3)/2 and as= (bs - a3)/4.



+



2.



Let E be an elliptic curve with complex multiplication by the complex quadratic order of discriminant D. Show that if p is a prime such that (f) = -1, then IE(ZIpZ)I = P 1.



+



3. Using the result of Exercise 2, show that the only torsion points on the elliptic curve y2 = x3- n2x (which has complex multiplication by Z[i]) are the 4 points of order 1 or 2. (Hint: use Dirichlet's theorem on the infinitude of primes in arithmetic progressions.) 4. Show that the elliptic curve y2 = 4x3 - 3 0 ~ 28 has complex multiplication by Z[@] and give explicitly the action of multiplication by @ on a point (x, Y). 5. Given an elliptic curve defined over Q by a generalized WeierstraB equation, write an algorithm which determines whether this curve has complex multiplication, and if this is the case, gives the complex quadratic order End(E) . (This exercise requires some additional knowledge about elliptic curves.) 6. Using Algorithm 7.4.10, find a WeierstraB equation for the elliptic curve E given by the projective equation x 3 + y3 = d t 3 with (1 : -1



: O) as



given rational point.
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Given the point (2 : 1 : 1) on the elliptic curve whose projective equation is x3 Y3 = 9t3, find another rational point with positive coordinates (apart from the point (1 : 2 : 1) of course). I t may be useful to use the result of Exercise 6.



8.



Given an elliptic curve E by a general WeierstraB equation y2 a l x y + asy = x3 a2x2 a42 a6 and a complex number z , give the formulas generalizing those of Proposition 7.4.4 for the coordinates (x, y) on E(@) corresponding to z considered as an element of C I L where L is the lattice associated to E.



9.



(J.-F. Mestre) Let r i ,



+



+



+



+



+



r a and r4 be distinct rational numbers and let t be a parameter (which we will also take to be a rational number). Consider the polynomial of degree 12 r2,



a) By considering the Laurent series expansion of p1I3 show that for any monic polynomial P of degree 12 there exists a unique polynomial g E Q[X] such that deg(P(X) - g 3 ( ~ ) ) 7, and show that in Our special case we have in fact deg(P(X) - g 3 ( ~ ) ) 6. b) Show that there exists q(X) E Q[X] and r ( X ) E Q[X] such that P ( X ) = g3(x) q(X)g(X) r (X) with deg(q) ( 2 and deg(r) ( 3. c) Deduce from this that the equation Y ~ + ~ ( x ) Y + ~ ( x=) O is the equation of a cubic with rational coefficients, and that the 12 points (ri+ trj ,g(ri+trj))if j are 12 (not necessarily distinct) rational points on this cubic. d) Give explicit values of the ri and t such that the cubic is non-singular, the 12 points above are distinct and in fact linearly independent for the group law on the cubic. e) Using Algorithm 7.4.10, find a WeierstraB equation corresponding to the cubic, and give explicitly an elliptic curve defined over Q whose rank is a t least equal to 11 as well as 11 independent points on the elliptic curve (note that we have to "lose" a point in order to obtain an elliptic curve). To answer the last two questions of this exercise, the reader is strongly advised to use a package such as those described in Appendix A. In [Nag] it is shown how to refine this construction in order to have infinite families of elliptic curves of rank 13 instead of Il.




 fi.Then, i f for each prime p dividing F we can find an a, satisfying the conditions of Proposition 8.3.1, N is prime. Conversely, i f N is prime, for any prime p dividing N - 1, one can find a, satisfying the conditaons of Proposition 8.3.1.
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Proof. If the hypotheses of this corollary are satisfied, it follows immediately from Proposition 8.3.1 that al1 divisors of N are congruent to 1 rnod F. Since F > f i ,this means that N has no prime divisor less than its square root, hence N is prime. Conversely, when N is prime, if we take for a, a primitive root modulo N , i.e. a generator of the multiplicative group (Z/NZ)*, it is clear that the conditions of the proposition are satisfied since the order of a, is exactly equal to N - 1. O This corollary gives us Our first true primality test. Its main drawback is that we need to be able to factor N - 1 sufficiently, and this is in general very difficult. It is however quite useful for numbers having special forms where N - 1 factors easily, for example the Fermat numbers z2* 1 (see Exercise 9). The condition F > 0of the corollary can be weakened if we make an extra test:



+



Proposition 8.3.3. Assume that we can write N-1 = F - U where (F, U) = 1,



F is completely factored, al1 the prime divisors of U are greater than B, and B F 2 fi.Then i f for each prime p dividing F we can find an a, satisfying the conditions of Proposition 8.3.1, and i f in addition we can find a u such that a:-' = 1 (mod N ) and (a; - 1,N ) = 1, then N is prime. Conversely, i f N is prime, such a, and a u can always be found. Proof. We follow closely the proof of Proposition 8.3.1. Let d be any prime divisor of N . Proposition 8.3.1 tells us that d = 1 (mod F ) . If e is the exact order of au modulo d, then e ) d - 1, e 1 N - 1 and e '( F = ( N - l)/U. Now one cannot have (e, U) = 1, otherwise from e 1 N - 1 = F U one would get e 1 F, contrary to the hypothesis. Hence (e, U) > 1, and since U has al1 its prime factors greater than B, (e, U) > B. Finally, since (F, U) = 1, from d e 1 (mod e) and d e 1 (mod F ) we obtain d = 1 (mod (e, U) . F) hence d > B . F > fi, showing that N has no prime divisor less than or equal to O its square root, hence that N is prime. Note that the condition that U has al1 its prime factors greater than B is very natural in practice since the factorization N - 1 = F eU is often obtained by trial division. 8.3.2 Briefly, Other Tests



Several important generalizations of this test exist. First, working in the multiplicative group of the field IFN2 instead of IFN, one obtains a test which uses the factorization of N 1 instead of N - 1. This gives as a special case the Lucas-Lehmer test for Mersenne numbers N = 2, - 1. In addition, since IFN is a subfield of FN2, it is reasonable to expect that one can combine the information coming from the two tests, and this is indeed the case. One can



+
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also use higher degree finite fields (]FN3, IFN4 and FNs) which correspond to using in addition the completely factored part of N 2 N 1, N2 1 and N 2 - N 1 respectively. These numbers are already much larger, however, and do not always give much extra information. Other finite fields give even larger numbers. One last improvement is that, as in Proposition 8.3.3 one can use the upper bound used in doing the trial divisions t o find the factors of N - 1, N 1, etc . . . For details, 1 refer to [BLS], [Sel-Wun] or [Wil-Jud].



+ +



+



+



+



8.4 Lehrnan's Method We now turn Our attention t o factoring methods. The spirit here will be quite different. For example, we do not need to be completely rigorous since if we find a number which may be a factor of N , it will always be trivial to check if it is or not. It will however be useful to have some understanding of the asymptotic behavior of the algorithm. Although several methods were introduced to improve trial division (which is, we recall, a o(N'/~+" algorithm), the first method which has a running time which could be proved to be substantially lower was introduced by Lehman (see [Lehl]). Its execution time is at worst o(N'/~+'), and it is indeed faster than trial division already for reasonably small values of N. The algorithm is as follows.



Algorithm 8.4.1 (Lehman). Given an integer N 2 3, this algorithm finds a non-trivial factor of N if N is not prime, or shows that N is prime. 1. [Trial division] Set B +- [ N ' / ~ ]Trial . divide N up to the bound B using Algorithm 8.1.1.If any non-trivial factor is found, output it and terminate the algorithm. Otherwise set k + O.



2. [Loop on k] Set k



k



+ 1. If k



> B,



output the fact that N is prime and terminate the algorithm. Otherwise, set r = 1 and na = 2 if k is even, r = k N and m = 4 if k is odd. +-



+



+



3. [Loop on a] For al1 integers a such that 4kN 5 a2 5 4kN B2 and a I r (mod m) do as follows. Set c +-- a2-4kN. Using Algorithm 1.7.3.test whether c is a square. If it is, let c = b2, output gcd(a+b, N) (which will be a non-trivial divisor of N ) and terminate the algorithm. Otherwise, use the next value of a if any. If al1 possible values of a have been tested, go to step 2.



Proof (D. Zagier). We only give a sketch, leaving the details as an exercise to the reader. If no factors are found during step 1,this means that al1 the prime factors of N are greater than N ' / ~ hence N has at most two prime factors. Assume first that N is prime. Then the test in step 3 can never succeed. Indeed, if a2 - 4kN = b2 then N 1 a2 - b2 hence N 1 ( a - b ) or N 1 ( a b) so a b 2 N, but this is impossible since the given inequalities on k and a imply



+



+
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+



so N 5 13. An easy check shows that for that a < 1 and b < 3 5 N 2 13, N prime, the test in step 3 does not succeed. Assume now that N is composite, so that N = pq with p and q not necessarily distinct primes, where we may assume that p 5 q. Consider the convergents un/vn of the continued fraction expansion of q/p. Let n be the unique index such that unvn < < un+lv,+l (which exists since pq > NI/^). Using the elementary properties of continued fractions, if we set k = u,v, and a = pu, + qu,, it is easily checked that the conditions of step 3 are O met, thus proving the validity of the algorithm.



+



For each value of k there are at most 1 / 2 ( J 4 k ~ N2I3 - @X)x N 1/6k-1/2/8 values of a, and since Ck,, - k-'12 x 2x1I2, the running time of the algorithm is indeed o(N'/~+') as claimed. We refer to [Lehl] for ways of fine tuning this algorithm, which is now only of historical interest.



8.5 Pollard's p Method 8.5.1 Outline of the Method



The idea behind this method is the following. Let f (X) be a polynomial with integer coefficients. We define a sequence by taking any initial xo, and setting xk+l = f (xk) mod N . If p is a (unknown) prime divisor of N, then the sequence yk = xk mod p satisfies the same recursion. Now if f ( X ) is chosen suitably, it is not unreasonable to assume that this sequence will behave like the sequence of iterates of a random map from Z/pZ into itself. Such a sequence must of course be ultimately periodic, and a mathematical analysis shows that it is reasonable to expect that the period and preperiod will have length O(&. Now if yk+, = yk , this means that xk+t = xk (mod p) , hence that ( x ~ -+ xk ~ ,N ) > 1. Now this GCD will rarely be equal to N itself, hence we obtain in this way, maybe not p, but a non-trivial factor of N , so N is split and we can look at the pieces. The number of necessary steps will be O(@ = 0(N1l4), and the total time in bit operations will be 0(N1I4ln2N). Of course, we have just given a rough outline of the method. It is clear however that it will be efficient since the basic operations are simple, and furthermore that its running time depends mostly on the size of the smallest prime factor of N , not on the size of N itself, hence it can replace trial division or Lehman's method to cast out small factors. In fact, it is still used along with more powerful methods for that purpose. Finally, notice that, a t least in a primitive form, it is very easy to implement. We must now solve a few related problems: (1) How does one find the periodicity relation yk+t = yk? (2) How does one choose f and xo? (3) What is the expected average running time, assuming f is a random map?
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1 would like to point out immediately that although it is believed that the polynomials that we give below behave like random maps, this is not a t al1 proved, and in fact the exact mathematical statement to prove needs t o be made more precise. 8.5.2 Methods for Detecting Periodicity



From now on, we consider a sequence yk+l = f(yk) from a finite set E into itself. Such a sequence will be ultimately periodic, i.e. there exists M and T > O such that for k M, y k + ~= yk but Y M - ~ + T # y ~ - 1 .The number M will be called the preperiod, and T (chosen as small as possible) will be the period. If the iterates are drawn on a piece of paper starting at the bottom and ending in a circle the figure that one obtains has the shape of the Greek letter p, whence the name of the method. We would like to find a reasonably efficient method for finding k and t > O such that yk+t = yk (we do not need to compute M and T). The initial method suggested by Pollard and Floyd is to compute simultaneously with the sequence yk the sequence zk defined by a = 90, zk+l = f (f (zk)).Clearly zk = y2k, and if k is any multiple of T which is larger than M, we must have zk = Y2k = yk, hence Our problem is solved. This leads to a simple-minded but nonetheless efficient version of Pollard's p method. Unfortunately we need three function evaluations per step, and this may seem too many. An improvement due to Brent is the following. Let 1 (m) be the largest power of 2 less than or equal to m, i.e.



>



so that in particular 1 (m) 5 m < 21(m). Then 1 claim that there exists an m such that y, = yi(m)-l Indeed, if one chooses



>



we clearly have l(m) = 211gmax(M+1vT)1 hence l(m) - 1 M and m - (l(m) 1) = T, thus proving Our claim. If instead of computing an extra sequence zk we compute only the sequence yk and keep yp-1 each time we hit a power of two minus one, for every m such that 2e 5 m < 2e+1 it will be enough to compare y, with yae-1 (note that at any time there is only one value of y to be kept). Hence Brent's method a t first seems definitely superior. It can however be shown that the number of comparisons needed before finding an equality ym = yi(,)-l will be on average almost double that of the initial Pollard-Floyd method. In practice this means that the methods are comparable, the lower number of function evaluations being compensated by the increased number of comparisons which are needed. However a modification of Brent's method gives results which are generally better t'han the above two methods. It is based on the following proposition.
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Proposition 8.5.1. (1) There exists an m such that



(2) the least such m is mo = 3 i f M = O and T = 1 (2.e. i f y1 = yo), and otherwise is given by



where we set l(0) = 0. Proof. Set e = [lg max(M + 1,T)]. We claim that, as in Brent's original method, we still have l(mo) = 2". Clearly, 2" 5 mo, so we must prove that mo < 2"+' or equivalently that



We consider two cases. First, if T 5 l(M), then



+ 1 = [lg(M + 1)l. On the other hand, if T 2 1(M) + 1, then 1 = 1, and we clearly have T < 2".



since Llg M J



r Now T that Our claim is proved, since mo 2 M and mo - (l(mo) - 1) is a multiple of T we indeed have y, = yl(m)-l for m = mo. To finish proving the first part of the proposition, we must show that $l(mo) 5 mo (the other inequality being trivial), or equivalently, keeping Our notations above, that



Now clearly the left hand side is greater than or equal t o T - 1, and on the other hand 2r1gTl-' < - 2*gT - 1 = T - 1. F'urthermore, the left hand side is also greater than or equal to l(M) = 211g but one sees easily that 2r1g(M+1)l-1 = 2L1g thus showing the first part of the proposition. The proof of the second part (that is, the claim that mo is indeed the smallest) is • similar (i.e. not illuminating) and is left to the reader. Using this proposition, we can decrease the number of comparisons in Brent's method since it will not be necessary to do anything (apart from a function evaluation) while m is between 2" and $2".
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8.5.3 Brent's Modified Algorithm We temporarily return to Our problem of factoring N. We must first explain how to choose f and xo. The choice of xo seems to be quite irrelevant for the efficiency of the method. On the other hand, one must choose f carefully. In order to minimize the number of operations, we will want t o take for f a polynomial of small degree. It is intuitively clear (and easy to prove) that linear polynomials f will not be random and hence give bad results. The quadratic polynomials on the other hand seem in practice to work pretty well, as long as we avoid special cases. The fastest to compute are the polynomials of the form f (x) = x2 c. Possible choices for c are c = 1 or c = -1. On the other hand c = O should, of course, be avoided. We must also avoid c = -2 since the recursion xk+l = x i - 2 becomes trivial if one sets xk = uk l / u k . As already explained in Section 8.5.1, the "comparisons" yk+t = yk are done by computing ( x ~ -xk, + ~ N). Now, even though we have studied efficient methods for GCD computation, such a computation is slow compared to a simple multiplication. Hence, instead of computing the GCD's each time, we batch them up by groups of 20 (say) by multiplying modulo N , and then do a single GCD instead of 20. If the result is equal to 1 (as will unfortunately usually be the case) then al1 the GCD's were equal t o 1. If on the other hand it is non-trivial, we can backtrack if necessary. The results and discussion above lead to the following algorithm.



+



+



Algorithm 8.5.2 (Pollard p ) . Given a composite integer N , this algorithm tries to find a non-trivial factor of N. 1. [Initialize] Set y +- 2, x



t



2, x l +- 2, k



t



1, 1 t 1, P t 1, c t O.



+



2. [Accumulate product] Set x + x2 1 mod N , P c P . (xi - x) mod N and c +- c + 1. (We now have m = 21 - k, 1 = l(m), x = x,, x i = xi(,)-i.) If c = 20, compute g +- (P,N), then if g > 1 go to step 4 else set y +- x and c +- o.



-



3. [Advance] Set k k - 1. If k # O go to step 2. Othemise, compute g + (P,N). If g > 1 go to step 4 else set xi t x, k t 1, 1 t 21, then repeat k times x x2 1 mod N , then set y + x , c e O and go to step 2. +-



+



4. [Backtrack] (Here we know that a factor of N has been found, maybe equal to mod N , g +- (xi -y, N ) until g > 1 (this must occur). N). Repeat y + y2+l If g < N output g, otherwise output a message saying that the algorithm fails. Terminate the algorithm.



Note that the algorithm may fail (indicating that the period modulo the different prime factors of N is essentially the sarne). In that case, do not start with another value of xo, but rather with another polynomial, for example x2 - 1 or x2 3. This algorithm has been further improved by P. Montgomery ([Mon2]) and R. Brent ([Bre2]).



+
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8.5.4 Analysis of the Algorithm



As has already been said, it is not known how to analyze the above algorithms without assuming that f is a random map. Hence the analysis that we give is in fact an analysis of the iterates of a random map from a finite set E of cardinality p into itself. We also point out that some of the arguments given here are not rigorous but can be made so. We have given very few detailed analysis of algorithms in this book, but we make an exception here because the mathematics involved are quite pretty and the proofs short. Cal1 P ( M ,T) the probability that a sequence of iterates y, has preperiod M and period T . Then yo, . . . , y ~ T-1 + are al1 distinct, and Y M + T = Y M . Hence we obtain



Now we will want to compute the asymptotic behavior as p + oo of the average of certain functions over al1 maps f , i.e. of sums of the form



Now if we set M = p J p and T = A@,



we have



Hence the limiting distribution of P ( M ,L)dM dL is



so Our sum S is asymptotic to



As a first application, let us compute the asymptotic behavior of the average of the period T. Proposition 8.5.3. As p + oo, the average o f T is asymptotic to
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Proof Using (*), we see that the average of T is asymptotic to



By symmetry, this is equal to one half of the integral with x+ y instead of y, O and this is easily computed and gives the proposition. Now we need to obtain the average of the other quantities entering into the expression for rno given in Proposition 8.5.1. Note that



We then have



Proposition 8.5.4. As p



+ m,



the average of T



[y] is asyrnptotic to



where y = 0.57721 . . . 2s Euler's constant. Proof. The proof is rather long, so we only sketch the main steps. Using (*), the average of the quantity that we want to compute is asymptotic to



By splitting up the integral into pieces where the floor is constant, it is then a simple matter to show that



Sr



where F(y) = e - t 2 / 2 dt. NOWwe assume that if we replace [lg(nyJP)l by lg(nyJP) + u, where u is a uniformly distributed variable between O and 1, then S will be replaced by a quantity which is asymptotic to S (this step can be rigorously justified) , i.e.



Now using standard methods like integration by parts and power series expansions, we find
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where



and C(s) is the Riemann zeta function. Now from the Taylor series expansion of the logarithm of the gamma function near x = 1, we immediately see that



and using the special values of the gamma function and its derivative, we obtain Proposition 8.5.4. In a similar way (also by using the trick with the variable u), we can prove:



Proposition 8.5.5. As p t oo, the average of 2r1g max(M+l,T)l



is asymptotic to



Combining these three propositions, we obtain the following theorem.



Theorem 8.5.6. As p --+ oo, the average number of function evaluations in Algorithm 8.5.2 is asymptotic to



and the number of multiplications mod N (2.e. implicitly of GCDJs)is asymptotic to ln 4n y M M = ( 21n2 - )E=0.8832@.



This terminates Our analysis of the Pollard p algorithm. As an exercise, the reader can work out the asymptotics for the unmodified Brent method and for the Pollard-Floyd met hod of detecting periodicity.
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8.6 Shanks's Class Group Method Another O(N'14+') method (and even O(NIl5+') if one assumes the GRH) is due to Shanks. It is a simple by-product of the computation of the c l a s number of an imaginary quadratic field (see Section 5.4). Indeed, let D = -N if N 3 (mod 4), D = - 4N otherwise. If h is the class number of O(&) and if N is composite, then it is known since Gauss that h must be even (this is the start of the theory of genera into which we will not go). Hence, there must be an element of order exactly equal to 2 in the class group. Such an element will be called an ambiguous element, or in terms of binary quadratic forms, a form whose square is equivalent t o the unit form will be called an ambiguous form. Clearly, (a, b, c) is ambiguous if and only if it is equivalent to its inverse (a, -b, c ) , and if the form is reduced this means that we have three cases. (1) Either b = O, hence D = -4ac, so N = ac. (2) Or a = b, hence D = b(b - 4c), hence N = (b/2)(2c - b/2) if b is even, N = b(4c- b) if b is odd. (3) Or finally a = c, hence D = (b - 2a) (b 2a) hence N = (b/2 a)(a - b/2) if b is even, N = (2a - b)(b 2a) if b is odd.



+



+



+



We see that each ambiguous form gives a factorization of N (and this is a one-to-one correspondence). Hence, Shanks's factoring method is roughly as follows: after having computed the class number h, look for an ambiguous form. Such a form will give a factorization of N (which may be trivial). There must exist a form which gives a non-trivial factorization however, and in practice it is obtained very quickly. There remains the problem of finding ambiguous forms. But this is easy and standard. Write h = 2tq with q odd. Take a form f at random (for example one of the prime forms f, used in Algorithm 5.4.10) and compute g = f 9. Then g is in the 2-Sylow subgroup of the class group, and if g is not the unit form, there exists an exponent m such that O 5 rn < t and such that g2m is an ambiguous form. This is identical in group-theoretic terms to the idea behind the Rabin-Miller compositeness test (Section 8.2 above). We leave to the reader the details of the algorithm which can be found in Shanks's paper [Shal], as well as remarks on what should be done when the trivial factorization is found too often.
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8.7 Shanks's SQUFOF Still another o ( N ' / ~ + ' )method, also due to Shanks, is the SQUFOF (SQUare FOrm Factorization) method. This method is very simple to implement and also has the big advantage of working exclusively with numbers which are at most 2 f i , hence essentially half of the digits of N. Therefore it is eminently practical and fast when one wants to factor numbers less than 1019, even on a pocket calculator. This method is based upon the infrastructure of real quadratic fields which we discussed in Section 5.8, although little of that appears in the algorithm itself. Let D be a positive discriminant chosen to be a small multiple of the number N that we want to factor (for example we could take D = N if N = 1 (mod 4), D = 4 N otherwise). Without loss of generality, we may assume that if D = O (mod 4), then D / 4 r 2 or 3 (mod 4), since otherwise we may replace D by D/4, and furthermore we may assume that D / N is squarefree, up to a possible factor of 4. As in Shanks's class group method seen in the preceding section, we are going to look for ambiguous forms of discriminant D. Since here D is positive, we must be careful with the definitions. Recall from Chapter 5 that we have defined composition of quadratic forms only modulo the action of ï , . We will Say that a form is ambiguous if its square is equal to the identity modulo the action of r,, and not simply equivalent to it. In other words, the square off = (a, b, c) as given by Definition 5.4.6 must be of the form (1,b', c') . Clearly this is equivalent to a 1 b. Hence, a will be a factor of D , so once again ambiguous forms give us factorizations of D. The notion of ambiguous form must not be confused with the weaker notion of form belonging to an ambiguous cycle (see Section 5.7) which simply means that its square is equivalent to the identity modulo the action of PSL2(Z) and not only of r,, i.e. belongs to the principal cycle. Now let g = (a, b, c) be a reduced quadratic form of discriminant D such that a 1 c. We note that since g is reduced hence primitive, we must have gcd(a, b) = 1. Using Definition 5.4.6, one obtains immediately that



this form being of course not necessarily reduced. This suggests the following idea. We start from the identity form and use the p reduction operator used at length in Chapter 5 to proceed along the principal cycle, and we look for a form f = (A, B, C ) such that A is a square (such a form will be called a square f o m ) . We will see in a moment how plausible it is to believe that we can find such a form. Assume for the moment that we have found one, and set A = a2 and g = (a, B, aC). Now g may not be primitive. In that case let p be a prime dividing the coefficients of g. Then if p = 2 we have 4 1 A and 2 1 B. Hence, D = B~ =
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=



O or 4 (mod 16), contradicting D/4 2 or 3 (mod 4) when 4 1 D. If p > 2, then p2 1 D hence since D / N or D l ( 4 N ) is squarefree, we have 1 N. Although this case is rare in practice, it could occur, so we must compute gcd(a, B), and if this is not equal to 1 it gives a non-trivial factor of N (in fact its square divides N), and we can start the factorization after removing this factor. Therefore we may assume that g is primitive. It is then clear from the definition that g2 = f , whence the name "square form" given to f . Now we start from g = (a, -B, aC) (which may not be reduced) and proceed along its cycle by applying the p operator. Since g2 lies on the principal cycle, the reduced forms equivalent to g-' will be on an ambiguous cycle. Now we have the following proposition.



-'



Proposition 8.7.1. Keeping the above notations, there exists an ambiguous form gl on the cycle of g-' at exactly half the distance (measured with the 6 function introduced in Chapter 5) off from the unit fomn. Proof We prove this in the language of ideals, using the correspondence between classes of forms modulo r, and classes of ideals modulo multiplication by Q* given in Section 5.2. Let a be a representative of the ideal class (modulo Q*) corresponding to the quadratic form g = (a, B, aC). Then by assumption, a2 =yZK for some 7 E K which is of positive norm since A = a2 > 0, and hence, in particular, N ( 7 ) = N ( u ) ~Set . B=y+N(a)



and



b=~-'a.



(Note that if desired, we can choose a > O and a to be the unique primitive integral ideal corresponding to g, and then N ( a ) = a.) If, as usual, a denotes real conjugation in K, we have chosen p such that



Although it is trivial to give ,O explicitly, the knowledgeable reader will recognize that the existence of such a ,û is guaranteed by Hilbert's Theorem 90. Now 1 claim that the quadratic form corresponding to b is the ambiguous form that we are looking for. First, using the equations given above, we have



so the ideal b2 is indeed equivalent up to multiplication by an element of Q* to the unit ideal, so if gl is the quadratic form corresponding to 6-', it is ambiguous. )~ Second, we clearly have y/o(y) = ( B / ~ ( f l ) hence
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thus proving the proposition.



O



Using this proposition, we see that with approximately half the number of applications of the p operator that were necessary to go from the identity to f , we go back from g-' to an ambiguous form. In fact, since we know the exact distance that we have to go, we could use a form of the powering algorithm to make this last step much faster. Now there are two problems with this idea. First, some ambiguous forms will correspond to trivial factorizations of N. Second, we have no guarantee that we will find square forms other than the identity. This will for instance be the case when the principal cycle is very short. For the first problem, we could simply go on along the principal cycle if a trivial factorization is found. This would however not be satisfactory since for each square form that we encounter which may correspond to a trivial factorization, we would have to go back half the distance starting from g-' before noticing this. A good solution proposed by Shanks is as follows. Assume for the moment that D = N or D = 4 N . We obtain trivial factorizations of N exactly when the ambiguous cycle on which g-' lies is the principal cycle itself. Hence, f = g2 will be a square form which is equal to the square of a form on the principal cycle. Since al1 the forms considered are reduced, this can happen only if g = (a, b, c) with a2 < hence la1 < 0'14, which is quite a rare occurrence. When such an a occurs, we store la1 in a list of dubious numbers, which Shanks calls the queue. Note that the condition la1 < D ' / ~ is a necessary, but in general not a sufficient condition for the form g to be on the principal cycle, hence we may be discarding some useful numbers. In practice, this has little importance. Now when a square form ( A ,B, C) with A = a2 is found, we check whether a is in the queue. If it is, we ignore it. Otherwise, we are certain that the corresponding square root g is not in the principal cycle. (Note that the distance of the identity to f = g2 is equal to twice the distance of the identity to g. This means that if g was in the principal cycle, we would have encountered it before encountering f .) Hence, we get a non-trivial factorization of D. This may of course give the spurious factors occurring in D I N , in which case one must go on. In fact, one can in this case modify the queue so that these factorizations are also avoided. The second problem is more basic: what guarantee do we have that we can find a square form different from the identity in the principal cycle? For example, when the length of the cycle is short, there are none. This is the case, for example, for numbers N of the form N = a2 4 for a odd, where the length of the cycle is equal to 1. There are two different and complementary answers to this question. First, a heuristic analysis of the algorithm shows that the average number of reduc-



a,
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tion steps necessary to obtain a useful square form is o(N'/~)(no E here). This is much shorter than the usual length of the period which is in general of the order of o(N'/~), so we can rewnably hope to obtain a square form before hitting the end of the principal cycle. Second, to avoid problems with the length of the period, it may be worthwhile to work simultaneously with two discriminants D which are multiples of N, for example N and 5 N when N G 1 (mod 4), 3 N and 4 N when N 3 (mod 4). It is highly unlikely that both discriminants will have short periods. In addition, although the average number of reduction steps needed is on the order of N'/~, experiments show that there is a very large dispersion around the mean, some numbers being factored much more easily than others. This implies that by running simultaneously two discriminants, one may hope to gain a substantial factor on average, which would compensate for the fact that twice as much work must be done. We now give the basic algorithm, i.e. using only D = N if N = 1 (mod 4), D = 4N otherwise, and not using the fact than once g is found we can go back much faster by keeping track of distances.



-



Algorithm 8.7.2 (Shanks's SQUFOF). Given an odd integer N, this algorithm tries t o find a non-trivial factor of N. 1. [Is N prime?] Using Algorithm 8.2.2, check whether N is a probable prime. If it is, output a message t o that effect and terminate the algorithm. 2. [Is N square?] Using Algorithm 1.7.3, test whether N is a square. If it is, let n be its square root (also given by the algorithm), output n and terminate the algorithm.



3. [Initializations] If N = 1 (mod 4), let D t NI d +- ln], b t 2[(d 1)/2J 1. Otherwise, let D t 4N, d +- [ O ] , b +- 2 [d/2]. Then set f t (1,b, (b2-D)/4), Q +- 0 (Q is going t o be our queue), i +- O, L t



+



[fi.



4. [Apply rho] Let f = (A, B, C) t p(f), where p is given by Definition 5.6.4, and set i t i 1. If i is odd, go to step 7.



+



5. [Squareform?] Using Algorithm 1.7.3, test whether A is a square. If it is, let a be the (positive) square root of A (which is also output by Algorithm 1.7.3) and if a $ Q go to step 8. 6. [Short ~eriod?]If A = 1, output a message saying that the algorithm ran through the i elements of the principal cycle without finding a non-trivial squareform, and terminate the algorithm. 7. [Fill queue and cycle] If ( A (5 LI set Q + Q U {IA(). Go to step 4.



8. [Initialize back-cycle] (Here we have found a non-trivial square form). Let s +gcd(a, B, D). I f s > 1, output s2 as a factor of N and terminate the algorithm (or start again with N replaced by ~ 1 s ~Otherwise, ) . set g +- (a, -B, aC). Apply p to g until g is reduced, and write g = (a, b, c).



9. [Back-cycle] Let bl t b and g = (a, b,c) +-- p(g). If bl # b go to step 9. Otherwise, output la1 if a is odd, la/21 if a is even, and terminate the algorithm.
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Some remarks are in order. First, it is essential that N be a composite number, otherwise the queue will fil1 up indefinitely without the algorithm finding a square form. Also, N must not be a square, otherwise we do not have a quadratic field to work with. This is the reason why steps 1 and 2 have been explicitly included. Second, once these cases out of the way, experiment shows that the queue stays small. A storage capacity of 50 is certainly more than sufficient. Third, during the back-cycle part of the algorithm, we need to test whether we hit upon Our ambiguous form. To do this, we could use the necessary and sufficient condition that a 1 b. It is however a simple exercise (see Exercise 12) to show that this is equivalent to the condition bl = b used in step 9. Several improvements are possible to this basic algorithm, including those mentioned earlier. For example, the queue could be used to shorten the backcycle length, starting at hg-' instead of 9-l, where h is the form corresponding to the last element put in the queue. We will not dwell on this here. One of the main reasons why SQUFOF is attractive is that it works exclusively with reduced quadratic forms (a, b, c ) of discriminant a t most a small multiple of N , hence such that a, b and c are of the order of N ' / ~ . This implies that the basic operations in SQUFOF are much faster than in the other factoring algorithms where operations on numbers of size N or N2 must be performed. Of course, this is only a constant factor, but in practice it is very significant. Fùrthermore, the algorithm is extremely simple, so it can easily be implemented even on a 10-digit pocket calculator, and one can then factor numbers having up to 19 or 20 digits without any multi-precision arithmetic. Unfortunately, SQUFOF is not sensitive to the size of the small prime factors of N , hence contrary to Pollard's rho method, cannot be used to cast out small primes. So if N has more than 25 digits, say, SQUFOF becomes completely useless, while Pollard rho still retains its value (although it is superseded by ECM for larger numbers, see Chapter 10).



8.8 The p - 1-method The last factoring method which we will study in this chapter is a little special for two reasons. First, it is not a general purpose factoring method, but a way to find quickly prime factors of N that may be very large, but which possess certain properties. Second, the idea behind the method has successfully been used in some of the most successful modern factoring method like the elliptic curve method (see Section 10.3). Hence it is important to understand this method at l e s t as an introduction to Chapter 10.



8.8 The p



-



1-method



8.8.1 The First Stage We need a definition. Definition 8.8.1. Let B be a positive integer. A positive integer n will be said to be B-smooth i f al1 the prime divisors of n are less than or equal to B. W e will say that n is B-powersmooth if all prime powers dividing n are less



than or equal to B. These notions of smoothness are quite natural in factoring methods, and we will see that they become essential in the modern methods. The idea behind the p - 1 method is the following. Let p be a prime dividing the number N that we want to split (p is of course a priori unknown). Let a > 1 be an integer (which we can assume coprime to N by computing a GCD, otherwise N will have split). Then by Fermat's theorem, ap-' = 1 (mod p). Now assume that p - 1 is B-powersmooth for a certain B which is not too large. Then by definition p - 1 divides the least common multiple of the numbers from 1 to B, which we will denote by lcm[l..B]. Hence, a'cm[l-.B]= - 1 (mod p), which implies t hat (alCm[l..BI- 1,N ) > 1.



As in the Pollard p method, if this is tested for increasing values of B, it is highly improbable that this GCD will be equal to N, hence we will have found a non-trivial divisor of N. This leads to the following algorithm, which in this form is due to Pollard. Algorithm 8.8.2 (p - 1 First Stage). Let N be a composite number, and B be an a priori chosen bound. This algorithm will try to find a non-trivial factor of N I and has a chance of succeeding only when there exists a prime factor p of N such that p - 1 is B-powersmooth. We assume that we have precomputed a table p[l], . . . , p[k] of al1 the primes up to B.



1. [Initialize] Set x



+-



2, y



+-



+



x, c +- O, i +- 0, and j



2. [Next prime] Set i +- i 1. If i



+ i.



> k , compute g t (x - 1,N). If g = 1 output



a message saying that the algorithm has not succeeded in splitting NI and terminate, else set i t j, x +- y and go to step 5. Othemise (i.e. if i 5 k ) , set q +- p[i], ql + q, 1 + LB/qJ.



3. [Compute power] While ql 5 1, set ql c + c + l and if c < 2 0 go t o step 2.



t



q ql. Then, set x



4. [Compute GCD] Set g t (x - 1,N). If g = 1, set c go to step 2. Othemise, set i +-j and x +- y.



+



t



O, j



+ xql



t



il y



mod N I + x and



5. [Backtrack] Set i + i 1, q + p[i] and ql t q. 6. [Finished?] Set x +- xq mod NIg +- (x - 1,N). If g = 1, set ql t q ql and if ql 5 BI go t o step 6, else go t o step 5. Otherwise (i.e. if g > l), if g < N output g and terminate the algorithm. Finally, if g = N (a rare occurrence), output that the algorithm has failed and terminate.
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Note that this algorithm rnay fail for two completely different reasons. The first one, by far the most common, occurs in step 2, and comes because N does not have any prime divisor p such that p - 1 is B-powersmooth. In fact, it proves this. The second reason why it rnay fail occurs in step 6, but this is extremely rare. This would mean that al1 the prime p divisors of N are found simultaneously. If this is the case, then this means that there certainly exists a p dividing N which is B-powersmooth. Hence, it rnay be worthwhile to try the algorithm with a different initial value of x, for example x + 3 instead of x + 2. Even in this simple form, the behavior of the p - 1 algorithm is quite impressive. Of course, it does not pretend to be a complete factoring algorithm (in fact when N = (2p 1)(2q 1) where p, q, 2p 1 and 2q 1 are primes with p and q about the same size, the running time of the algorithm will in general be O(N Il2+') if we want to factor N completely, no better than trial division). On the other hand, it rnay succeed in finding very large factors of N , since it is not the size of the prime factors of N which influence the running time but rather the smoothness of the prime factors minus 1. The size of B depends essentially on the time that one is willing to spend. It is however also strongly conditioned by the existence of a second stage to the algorithm as we shall see presently. Usual values of B which are used are, Say, between 105 and 106.



+



+



+



+



8.8.2 The Second Stage



Now an important practical improvement to the p - 1 algorithm (which one also uses in the modern methods using similar ideas) is the following. It rnay be too much to ask that there should exist a prime divisor p of N such that p - 1 is B-powersmooth. It is more reasonable to ask that p - 1 should be completely factored by trial division up to B. But this means that p -1 = fq, where f is B-smooth, and q is a prime which rnay be much larger than B (but not than B2). For our purposes, we will slightly strengthen this condition and assume that N has a prime factor p such that p - 1 = f q where f is Bipowersmooth and q is a prime such that B1 < q < B2, where Bi is our old B, and B2 is a much larger constant. We must explain how we are going to find such a p. Of course, p - 1 is Ba-powersmooth so we could use the p - 1 algorithm with Bi replaced by B2. This is however unrealistic since B2 is much larger t han BI. Now we have as usual



and we will proceed as follows. At the end of the first stage (i.e. of Algorithm 8.8.2 above), we will have computed b + alcm[i-.BIImod N. We store a table of the difference of primes from Bi to B2.NOWthese differences are small, and there will not be many of them. So we can quickly compute bd for al1 possible
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differences d, and obtain al1 the bQ by rnultiplying successively an initial power of b by these precomputed bd. Hence, for each prime, we replace a powering operation by a simple multiplication, which is of course rnuch faster, and this is why we can go much further. This leads to the following algorithm. Algorithm 8.8.3 (p - 1 with Stage 2).



Let N be a composite number, and B1and B2be a priori chosen bounds. This algorithm will try t o find a non-trivial factor of NI and has a chance of succeeding only when there exists a prime factor p of N such that p - 1 is equal t o a BI-powersmooth number times a prime less than or equal t o Bz. We assume that we have precomputed a table p[l], . . . , p[kl] of al1 the primes up t o B1 and a table d[l], . . ., d[kz] of the differences of the primes from Bi to B2.with d[l] = p[ki 11 - p[kl], etc . . .



+



1. [First stage] Using B = Bi, try to split N using Algorithm 8.8.2 (i.e. the first stage. If this succeeds, terminate the algorithm. Otherwise, we will have obtained a number x a t the end of Algorithm 8.8.2, and we set b t x, c t O, P t l , i t O ,j t i a n d y t x . 2. [Precomputations] For al1 values of the differences d [ i ] (which are small and few in number), precompute and store bd[ql.Set x +- x ~ [ ~ l ] .



+



3. [Advance] Set i+- i 1, x +- x bd['] (using the precomputed value of bd[i]), P +-- P (x - l), c + c 1. If i k2, go to step 6. Otherwise, if c < 20, go to step 3.



+



>



4. [Compute GCD] Set g t (P,N ) . If g = 1, set c +- O, j step 3.



t



i , y + x and go t o



+



5. [Backtrack] Set i + j, x +- y. Then repeat x + z bd[dl i +- i 1, g +(x - 1, N) until g > 1 (this must occur). If g < N output g and terminate the algorithm. Otherwise (i.e. if g = N, a rare occurrence), output that the algorithm has failed (or try again using x t 3 instead of x + 2 in the first step of Algorithm 8.8.2), and terminate. 6. [Failed?] Set g + (P,N). If g = 1, output that the algorithm has failed and terminate. Otherwise go to step 5.



In this form, the p - 1 algorithm is much more efficient than using the first stage alone. Typical values which could be used are Bi = 2 - 106, B 2 = log. See also [Mon21 and [Bre2] for further improvements. 8.8.3 Other Algorithms of the Same Type



The main drawback of the p - 1 algorithm is that there is no reason for N to have a prime divisor p such that p - 1 is smooth. As with the primality tests (see Section 8.3.2), we can also detect the primes p such that p 1 is smooth, or also p2 p 1, p2 1, p2 - p 1 (although since these numbers are much larger, their probability of being smooth for a given bound B is much smaller). We leave as an exercise for the reader (Exercise 13) to write an algorithm when p 1 is B-powersmooth.



+ + +



+



+



+



442



8 Factoring in the Dark Ages



We see that the number of available groups which give numbers of reasonable size (here IF; and %,/IF:, which give p - 1 and p 1 respectively) is very small (2) and this limits the usefulness of the method. The idea of the elliptic curve method (ECM) is to use the group of points of an elliptic curve over IFp, which also has approximately p elements by Hasse's Theorem 7.1.8, and this will lead to a much better algorithm since we will have a t our disposa1 a large number of groups of small size instead of only two. See Section 10.3 for det ails.



+



8.9 Exercises for Chapter 8 Show that an odd prime number p is a strong pseudo-prime in any base not divisible by p. If N is the 46 digit composite number due to Arnault given in the text as an example of a strong pseudoprime to al1 prime bases a 31, compute explicitly a ( N - 1 ) / 4rnod N for these a and show that -1 has at least 5 different square roots modulo N (showing clearly N that is not prime even without knowing its explicit factorization). From this remark, deduce a strengthening of the RabinMiller test which would not be passed for example by Arnault's number.




 vp (NP-'



- 1).



condition L2 is equivalent to the inequality max(vz(r - l ) , v2(r - N)) 2 v2 ( N ~ 1).



Proof. That condition Lp implies the above inequalities is trivial and left to the reader. Conversely, assume they are satisfied, and consider first the case P -> 3. Set u = vP (NP-' - 1). Then it is easy to prove by induction on a > O that there exist integers xi for O 5 i < 1 satisSling O 5 X i < p and such that if we set lp(r,a u) = C,,i,l xip', we will have -



+



A similar induction works for p = 2 with u = v2 ( N -~ 1) and a + u replaced



+



by a u - 1. This proves both the above lemma and Lemma 9.1.10 since the xi are independent of a. O Corollary 9.1.15. If p 2 3 and Np-' $ 1 (mod p2), then condition Lp is



satisfied. This is clear, since in this case V ~ ( N P - ' - 1) = 1.



O



This result is already useful for testing 4, but it is not a systematic way of doing so. Before giving a more systematic result, we need another lemma. Lemma 9.1.16. Let a and b be positive integers, and let x be in Z[Cp., &,].



Assume that for an integer r coprime to p we have the congruences xa



va (mod r)



and



xb



qb (mod r ) ,
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where va and qb are primitive roots of unity of order pla and plb respectively, where 1, and lb are less than o r equal to k. Assume, in addition, that la 2 lb and la 1. Then:



>



Proof. Write a = pVp(a)m,b = pVp("n so p j rnn. If we had vp(a) > vp(b), then, computing xan in two different ways (an = pvp(a)-vp(b)bm)we would obtain



so 1, < lb, contrary to Our assumption. Hence, vp(b) _> vp(a), and we can now similarly compute xmbin two different ways, giving



This immediately implies the lemma. Note that a congruence between roots of unity of order a power of p is in fact an equality since p is coprime to r . O The main result which allows us to test condition Lp is the following: Proposition 9.1.17. Assume that we can find a character x modulo q, of order pk and a ,û 4 p, for which (*p) is satisfied with q(x) a primitive pk-th mot of unity. Then, if one of the following supplementary conditions is true, condition Lp is satisfied:



(1) If P L 3; (2) I f p = 2, k = 1 and N E 1 (mod 4); (3) If p = 2, k 2 and q(N-1)/2 = -1 (mod N).



>



Proof. Assume that p 2 3. By Lemma 9.1.8, if r is a prime divisor of N and if we set x = T(x)@,then we have x



N(~-l)~k-l



= I(X)@~k-l (mod r)



-l



and x



,.(p-1)pk-'



-l



= x(r)PP*-'



(mod r).



Since ,û $ p, lI(X)Ppk-l is a primitive p t h root of unity. From Lemma 9.1.16, we deduce that



But, since p 2 3 for any integer m we have
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hence



vp (rp-l



- 1) 2



vP (Np-' - 1)



and this proves the theorem in this case by Lemma 9.1.14. The proof of the two other cases is similar and left to the reader (see Exercise 5). • It is easy to show that if N is prime, one can always find a x satis&ing the hypotheses of Proposition 9.1.17. In practice, such a X, if not already found among the x which are used to test (*@), will be found after a few trials at most. Strictly speaking, however, this part of the algorithm makes it probabilistic, but in a weak sense. A non-probabilistic, but less practical version also exists (see [APR]).



9.1.5 The Use of Jacobi Sums It is clear that we now have an asymptotically fast primality testing algorithm. In this form, however, it is far from being practical. The main reason is as follows: we essentially have to test a number of conditions of the form ( * p ) for certain ,û's and characters. This number is not that large, for example if N has less than 100 decimal digits, less than 80 tests will usually be necessary. The main problem lies in the computation of T ( ~ ) @ ( ~ - " N )mod N. One needs to work in the ring Z[cpk,C,,] and this will be hopelessly slow (to take again the case of N < 10loO,we can take t = 5040, hence pk will be very small, more precisely pk 5 16, but q will be much larger, the largest value being q = 2521). We must therefore find a better way to test these conditions. The reader may have wondered why we have carried along the element ,û E L[G],which up to now was not necessary. Now, however we are going to make a specific choice for p, and it will not be ,û = 1. We have the following proposition.



Proposition 9.1.18. Let x be a character modulo q of order pk, and let a and b be integers such that p { ab(a b). Denote by E be the set of integers x such that 1 5 x < pk and p ( x. Finally, let



+



and



Then, we have



7(X)fl(N-u~) = j(za, Xb)a .
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Proof. Set



An easy computation shows that for any integer r not divisible by p we have



Using this formula for r = N , a , b and a + b (which are al1 coprime to p) we obtain 8 ( N - o N ) = pka and @(ou-k Ob - ~ a + b )= @(ou - a f



Ob



hence



- b - (~a+b (a



+ b))) = pk@,



+



@ ( N- ON) = a ( ~ a Ob - ~ a + b ) . Now it follows from Proposition 9.1.6 that



and our proposition follows.



•



One sees from this proposition that if we can find suitable values of a and b, we can replace taking powers of T(x), which are in a large ring, by powers of a Jacobi sum, which are in the much smaller ring Z[Cpk]. This is the basic observation needed to make this test practical. However this is not enough. First, note that the condition p ab(a b) excludes immediately the case p = 2, which will, as usual, have to be treated separately. Hence, we first assume that p 2 3. Recall that to get anything useful from (*@)we must have ,û $ p. This is easily dealt with by the following lemma.



+



Lemma 9.1.19. W i t h the notations of the above proposition, a necessary and suficient condition for p 4 p is that aP



Proof. If we set



+ bP $ (a + b)P



(mod p2).
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where x-' is an inverse of x modulo p k , it is clear from the definition of p that $ p is equivalent to p { K. Now by computing the product of ax for x E E in two different ways, it is easy to show that if p i( a



(see Exercise 1). The lemma follows immediately from this identity and the congruence a ( ~ - l ) ~ k-- 1 l ap-1 - 1 (mod P ) pk P (see Exercise 2). R o m this we obtain the following.



Proposition 9.1.20. If 3 _< p < 6 . 10' and p a = b = 1. In other words, i f we take



-



# 1093, 3511, we can take



then p $ p and condition ( * B ) is equivalent to the congruence



j(x, x)*



v(x)- c N



(mod N),



where as before



and c= 2



2(~-')~k-1 - 1



pk



Proof. By the preceding lemma, we can take a = b = 1 if we have 2p f 2 (mod This congruence is exactly the Wieferich congruence which occurs for the first case of Fermat's last theorem and has been tested extensively (see [Leh2]). One knows that the only solutions for p < 6 10' are p = 1093 and p = 3511. The proposition now follows from Proposition 9.1.18 and formula (A) for a = 2. O Note that the restriction on p in the above proposition is completely irrelevant in practice. Even if we were capable one day of using this test t o prove the primality of numbers having 10' decimal digits, we would never need primes as large as 1093. This means that we have solved the practical for p 2 3. problem of testing
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The case p = 2 is a little more complicated, since we cannot use the above method. Let us first assume that k 2 3. We must now consider the triple Jacobi sum defined by



where the variables x, y and r range over IF,. A similar proof to the proof of 3 the trivial character, then Proposition 9.1.6 shows that if ~ 1 ~ 2 isx not



and in particular, j 3 (x, X, X)



=7



( ~ ) ~ - ~ ~ -



Now what we want is an analog of Proposition 9.1.18. This can be easily obtained for one half of the values of N as follows.



Proposition 9.1.21. Let x be a character rnodulo q of order 2k with k 2 3. Denote b y E be the set of integers x such that 1 x < 2k and x congruent to 1 or 3 modulo 8. Fznally, let



and



Then, if N is congruent to 1 or 3 modulo 8 , we have



Furthermore,



P 4 p.



Proof. The proof is essentially the sarne as that of Proposition 9.1.18, using 8 = C x ExE o;'. The condition on N is necessary since @(O,. - r ) does not take any special form if r is not congruent to 1 or 3 modulo 8. The restriction to these congruences classes is also mandatory since ( z / ~ ~ z )is* not cyclic but has cyclic subgroups of index 2. (We could also have taken for E those x congruent to 1 or 5 modulo 8, but that would have required the use of quintuple Jacobi sums) . • When N is congruent t o 5 or 7 modulo 8, we use the following trick: - N will be congruent to 1 or 3 modulo 8, hence N ) will have a nice



+
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form. But on the other hand, it is immediate to transform condition ( * a ) into a condition involving a-N N:



+



and by Proposition 9.1.6 we have



k



the last equality coming from x ( - 1 ) = ( - ~ ) ( q - ' ) / ~ = - 1 . This enables us to give a proposition analogous to Proposition 9.1.21 for N congruent to 5 or 7 modulo 8.



>



Proposition 9.1.22. Let x be a character modulo q of order 2k with k 3. Denote by E be the set of integers x such that 1 5 x < 2k and x congruent to 1 or 3 rnodulo 8. Finally, let



and



Then, i f N is congruent to 5 or 7 modulo 8, lue have



The proof of this proposition follows immediately from what we have said before and is lefi to the reader. Corollary 9.1.23. Let x and E be as i n the proposition. Set SN = O i f N is congruent to 1 or 3 rnodulo 8, SN = 1 i f N zs congruent to 5 or 7 modulo 8. We may replace condition ( * p ) by the follotuing condition:



x where



and



x



X



a .26, ( X 2 k - 3 , X 3 . 2 k - 3 )



) 3



E



( - 1 ) 6 N B ( X ) - c N (rnod N )



,
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Proof. Note first that using the formulas linking triple Jacobi sums with Gauss sums, and the analogous formula for ordinary Jacobi sums (Proposition 9.1.6), we have jdx, x, x) = j(x, x ) j ( x , x2) and this is the most efficient way to compute j3. Now if N is congruent to 1 or 3 modulo 8, the result follows immediately from Proposition 9.1.21 and formula (A) for a = 3. Assume now that N is congruent to 5 or 7 modulo 8. From Proposition 9.1.22, formula (A) and the identity



we obtain j 3 (x,



x, x)Oil = v ( x Y N(-



qld



with d = 2k-2 - 1. It is clear that the corollary will follow from this formula and the following lemma: Lemma 9.1.24. Set y = CxEE oil and d = 2k-2 -1. W e have the identity:



Proof. Using the formula expressing triple Jacobi sums in terms of Gauss sums, we have



Now we have the following theorem, due to Hasse and Davenport (see for example [Was] and [Ire-Ros]) . Theorem 9.1.25 (Hasse-Davenport). Let S, be any character and acter of order exactly equal to m. W e have the identity



Applying this identity to S, = xa, tion on 1 that



=x



2k--'



a char-



, one easily shows by induc-
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If we now take 1 = k - 3 and multiply the identities for a = 1 and a = 3, we easily obtain the lemma by using Proposition 9.1.6, thus proving Our corollary. O



Note that one can give a direct proof of Lemma 9.1.24 without explicitly using the Hasse-Davenport theorem (see Exercise 3). We have assumed that k 2 3. What remains is the easy case of k 5 2. Here we have the following proposition, whose proof is an immediate consequence of Proposition 9.1.6. Proposition 9.1.26. For p = 2 and k = 1, condition the congruence (-q)N12 ( ) (mod N ) .



For p = 2 and k = 2, condition (*1)



2f



N



ifN



2s



(*1)



is equivalent to



equivalent to the congruence



1 (mod 4), and to the congruence



=3



(mod 4).



This ends Our transformation of condition ( * p ) into conditions involving only the ring Z[Cpk]. 9.1.6 Detailed Description of the Algorithm



We can now give a detailed and complete description of the Jacobi sum primality test. Let B be an upper bound on the numbers that we want to test for primality using the Jacobi sum test. This algorithm makes a number of necessary precomputations which do not depend on N but only on B.



Algorithm 9.1.27 (Precomputations).



1. [Find t] Using a table of e(t), find a t such that e2(t) > B. 2. [Compute Jacobi sums] For every prime q dividing e(t) with q 2 3, do as follows.



(1) Using Algorithm 1.4.4, compute a primitive root g, modulo q, and a table of the function f(x) defined for 1 5 x 5 q - 2 by 1 - g,Z = g,f(x) and 1I j(x) I q - 2. (2) For every prime p dividing q - 1, let k = v,(q-1) and let x,, be the character defined by x,,, (g;) =



CG.
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(3) If p 2 3 or p = 2 and k = 2, compute



If p = 2 and k 2 3, compute J(2,q) as above,



and



Note that it is very easy to build once and for al1 a table of e ( t ) . For example, e(5040) x 1.532 1 0 hence ~ ~ t = 5040 can be used for numbers having up to 104 decimal digits, e(720720) = 2.599.10~~', for numbers having up to 474 decimal digits (see however the remarks at the end of this section). The Jacobi sum primality testing algorithm is then as follows.



Algorithm 9.1.28 (Jacobi Sum Primality Test). Let N be a positive integer. We assume that N is a strong pseudo-prime in 20 randomly chosen bases (so that N is almost certainly prime). We also assume that N 5 B and that the precomputations described in the preceding algorithm have been made. This algorithm decides (rigorously!) whether N is prime or not.



1. [Check GCD] If (te(t),N ) rithm.



> 1, then N



is composite and terminate the algo-



2. [lnitialize] For every prime p 1 t, set lp c 1 if p 2 3 and NP-' $ 1 (mod p2), lp +- O otherwise. 3. [Loop on characters] For each pair (p,q) of primes such that pkll(q - 1) 1 t, execute step 4a if p 2 3, step 4b if p = 2 and k 2 3, step 4c if p = 2 and k = 2, step 4d if p = 2 and k = 1. Then go to step 5. 4a.[Check (*4) for p 2 31 Let E be the set of integers between O and pk which are not divisible by p. Set 8 +xo;l, T +- N mod pk, a +-



CxEE -



CxtE



c;~,and compute si



+-



J(p,q)@mod N t s 2 +-skN'pk'mod NI



and finally S(p, q) = s2J(p, q)" mod N. If there does not exist a pk-th root of unity 17 such that S(p, q) 17 (mod N ) , then N is composite and terminate the algorithm. If 7 exists and if it is a primitive pk-th root of unity, set 1 , + 1.
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4b.[Check (*O) for p = 2 and k 2 31 Let E be the set of integers between O and 2k which are congruent t o 1 or 3 modulo 8. Set €3 + xXEExa,l,



r



t



N m 0 d 2 ~a ,



t



x,



O;',



and compute s l +-



J ~ ( m~o d)N, ~



where 6~ = O rnod N, and finally S(2,q) = if r E E (i.e. if N if congruent to 1or 3 modulo 8), bN = 1 otherwise. If there does not exist a 2"th root of unity q such that S(2,q) q (mod N),then N is composite and terminate the algorithm. If rj exists and -1 (mod N), is a primitive 2k-th root of unity, and if in addition q(N-1)/2 set 12 t 1. S2



+



S1



=



4c.[Check (*O) for p = 2 and k = 21 Set s l +- ~ ( 2 , .~q rnod ) ~ N , s2 +rnod N, and finally S(2,q) t s2 if N 1 (mod 4). S(2,q) +-S1 s2J(2, q)2 if N 3 (mod 4). If there does not exist a fourth root of unity q such that S(2, q) q (mod N),then N is composite and terminate the algorithm. If q exists and is a primitive fourth root of unity (i.e. q = fi),and if in addition q(N-1)/2 -1 (mod N),set l2 +-1.



-



=



=



=



-



4d.[Check (*O) for p = 2 and k = 11 Compute S(2, q) t (-q)(N-1)/2 rnod N. If S(2, q) f f1 (mod N),then N is composite and terminate the algorithm. If S(2,q) -1 (mod N) and N 1 (mod4), set 12 t 1.



=



5. [Check conditions L,] For every p 1 t such that ,1 = O, do as follows. Choose random primes q such that q { e(t), q 1 (mod p), (q, N) = 1, execute step 4a, 4b, 4c, 4d according t o the value of the pair ( p , q ) . To do this, we will have t o compute a number of new Jacobi sums, since these will not have been precomputed, and we do this as explained in the precomputation algorithm. If after a reasonable number of attempts, some 1, is still equal t o O, then output a message saying that the test has failed (this is highly improbable).



6. For i = 1,. . . , t - 1, compute (by induction of course, not by the binary powering algorithm) ri + N h o d e(t). If for some i,ri is a non-trivial divisor of N, then N is composite and terminate the algorithm. Otherwise (i.e. if for every i either ri f N or ri = 1or ri = N),output the message that N is prime and terminate the algorithm.



9.1.7 Discussion The above algorithm works already quite well both in theory and in practice. Pomerance and Odlyzko have shown that the running time of the Jacobi sum algorithm is



ln N ) ~ ' " ' " ~1 " for some constant C. Hence this is almost (but not quite) a polynomial time algorithm. Many improvements are however still possible. For example, it is not difficult t o combine the Jacobi sum test w i t h the information gained from the Pocklington N - 1and N 1tests (Proposition
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8.3.1). One can go even further and combine the test with the so-called Galois theory test. This has been done by Bosma and van der Hulst (see [Bos-Hull). Note also that the part of the algorithm which is the most time-critical TOdo this, we of course use the fastest is the computation of s2 t slLN/pk1. powering algorithms possible, in practice the ak-left to right Algorithm 1.2.4. But we must also do multiplications in the rings Z[+] which is of dimension n = $(pk) = (p - l)pk-l over Z. A priori such a multiplication would require n2 multiplications in Z. Using the same tricks as explained in Section 3.1.2, it is possible to substantially decrease the number of necessary multiplications. Furthermore, special squaring routines must also be written. Al1 this is explained in complete detail in [Coh-Len2] and [Coh-Len31. Another important improvement uses an algorithm due to H. W. Lenstra (see [Len2]) for finding in polynomial time factors of N which are in a given residue class modulo s when s > ~ ' 1 This ~ . can be applied here, and allows us to replace the condition e2(t) > B of the precomputations by e3(t) > B. This gives a substantial saving in time since one can choose a much smaller value of t. We give the algorithrn here, and refer to [LenS] for its proof.



Algorithm 9.1.29 (Divisors in Residue Classes).



Let r, s, N be integers This algorithm determines al1



m.



such that O 5 r < s < N , (r, s) = 1 and s > the divisors d of N such that d = r (mod s). 1. [Initialization] Using Euclid's extended Algorithm 1.3.6 compute u and v such that u r + v s = 1. Set r' + U N m o d s (hence O 5 r' < s), a0 +- s, bo 0, ~g +-- 0, a l +- u r ' m o d s , bl +- 1, cl +- u(N - r r t ) / s m o d s and j +- 1. Finally, if a l = O set a l = s (so O < a l 5 s). 2. [Compute cl If j is even let c +-- cj. Otherwise, let c +- c j s l ( N s2(ajbj cj))/s3] and if c < 2ajbj go to step 6. 3. [Solve quadratic equation] If (CS a j r bjr')2 - 4ajbjN is not the square of a n integer, go to step 5. Otherwise, let t l and tz be the two (integral) solutions of the quadratic equation T~- (CS a j r bjr1)T + ajbjN = 0. +-



+



+



+



+



+



+



4. [Divisor found?] If a j 1 t l l bj 1 t 2 , t1/aj G r (mod S) and t2/bj r' (mod s), then output t1/aj as a divisor of N congruent to r modulo S. 5. [Other value of cl If j is even and c > 0, set c +- c - s and go to step 3. 6. [Next j] If a j = O, terminate the algorithm. Othewise, set j +-- j 1, and qj + [ ~ j - ~ / a j - if~ ]j is even, qj + L ( ~ j - 2 - l ) / ~ j - ~ifJj is odd. Finally, set a j +- aj-2 - qjaj-1, bj t bj-2 - qjbj-l, cj +- cj-2 - qjcj-1 and go to step 2.



+



Remarks. (1) [Len2] also shows that under the conditions of this algorithm, there exist a t most 11 divisors of N congruent to r modulo S. (2) In step 4, t 2 / b j is a divisor of N congruent to r' modulo S. Since in the case mod s, Lenstra's of the Jacobi sum test r = N imod s and so r' =
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algorithm allows us to test simultaneously two residue classes modulo s , reducing the time spent in step 6 of Algorithm 9.1.28.



9.2 The Elliptic Curve Test We now come to the other modern primality test, based on the use of elliptic curves over finite fields. Here, instead of looking for suitably strong generalizations of Fermat's theorem in cyclotomic fields, or equivalently instead of implicitly using the multiplicative group of FNd, we will use the group of points of elliptic curves over IFN itself. Now recall that when we start using a primality test, we are already morally certain that our number N is prime, since it has passed the RabinMiller pseudo-primality test. Hence, we can work as if N was prime, for example by assuming that any non-zero element modulo N is invertible. In the unlikely event that some non-zero non-invertible element appears, we can immediately stop the algorithm since we know not only that N is composite, but even an explicit prime factor by taking a GCD with N . We will consider an "elliptic curve over Z/NZ9'. What this means is that we consider a WeierstraB equation



(It is not necessary to consider a completely general WeierstraB equation since we may of course assume that (N, 6) = 1.) We then add points on this curve as i f N was prime. Since the group law involves only addition/subtraction/multiplication/division in ZINZ, the only phenomenon which may happen if N is not prime is that some division is impossible, and in that case as already mentioned, we know that N is composite and we stop whatever algorithm we are executing. Hence, from now on, we implicitly assume that al1 operations take place without any problems. 9.2.1 The Goldwasser-Kilian Test



The basic proposition which will enable us to prove that N is prime is the following analog of Pocklington's Theorem 8.3.1. Proposition 9.2.1. Let N be a n integer coprime to 6 and di,gerent from 1. and E be an ellzptic curve modulo N . Assume that we know an integer m and a poznt P E E(Z/NZ) satisfying the following conditions. ( 1 ) There exists a prime divisor q of m such that
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(2) m . P = O E = ( O : l : O ) . (3) (mlq).P = ( x :y : t ) w i t h t E ( Z / N Z ) * . Then N is prime. ( A s above, it is assumed that al1 the computations are possible.) Proof. Let p be a prime divisor of N . By reduction modulo p, we know that in the group E(Z/pZ), the image of P has order a divisor of na, but not a divisor of m/q since t E ( Z / N Z ) * .Since q is a prime, this means that q divides the order of the image of P in E(Z/pZ),and in particular q 5 ( E ( Z / p Z ) (By . Hasse's Theorem 7.1.8, we thus have



Assume that N was not prime. We can then choose for p the smallest Hence we obtain prime divisor of N which will be less than or equal to fi. q < (f l + I ) ~ contradicting , the hypothesis on the size of q and thus proving the proposition. O For this proposition to be of any use, we must explain three things. First, how one chooses the elliptic curve, second how one finds P , and finally how one chooses m. Recall that for al1 these tasks, we may as well assume that N is prime, since this only helps us in making a choice. Only the above proposition will give us a proof that N is prime. The only non-trivial choice is that of the integer m. First, we have: Proposition 9.2.2. Let N be a prime coprime to 6, E an elliptic curve modulo N and let



m = IE(Z/NZ)(. If m has a prime divisor q satisfying



then there exists a point P E E ( Z / N Z ) such that



m . P = OE and



( m l q ). P = (x : y : t ) with t E ( Z / N Z ) * .



Proof. First note that any point P will satisfy m P = O E . Second, since N is assumed here to be prime, t E (Z/NZ)*means t # O hence the second condition is ( m l q ) P # OE. Set G = E ( Z / N Z ) and assume by contradiction that for every P E G we have (mlq) P = O E .This means that the order of any P is a divisor of mlq,
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hence that the exponent of the Abelian group G divides m/q. (Recall that the exponent of an Abelian group is the LCM of the orders of the elements of the group.) Now, by Theorem 7.1.9, we know that G is the product of a t most two cyclic groups, i.e. that



G = Z/diZ x Z/d2Z with d2 1 dl (and d2 = 1 if G is cyclic). Hence the exponent of G is equal to dl, while the cardinality of G is equal to did2 _< d;. Thus we obtain



hence q2 5 m. Using Our hypothesis on the size of q and Hasse's bound 7.1.8 on m, we obtain



( r n + 1, and as with al1 these methods, this is in fact equal t o a non-trivial divisor of N . This means it is reasonable to expect that something will break down, which is what we hope in this case.



-
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Before turning to the detailed description of the algorithm, it is instructive to compare the different methods using the p - 1-idea. For this discussion, we assume that we obtain exactly the prime p which is at the basis of the method. Let B be the stage 1 bound, M = lcm[l..B], and let G be the underlying group and a an element of G.



+



(1) In the p - 1 method itself (or its variants like the p 1 method), G = IF; (or G = Fi2),and we obtain p directly as gcd(aM - 1,N). (2) In the class group method, G = c ~ ( Q ( J for ~ a) suitable ) K, and we obtain p indirectly through the correspondence between a factorization K N = p K N / p and some ambiguous forms z in G, which is obtained as aM/2tfor a suitable value of t . (3) In the elliptic curve method, G = E(IFp)and we obtain p indirectly because of the impossibility of computing aM modulo N (that is, we encountered a non-invertible element). We see that the reasons why we obtain the factorization of N are quite diverse. The running time is essentially governed by the abundance of smooth numbers, i.e. by the theorem of Canfield, Erdos and Pomerance, and so it is not surprising that the running time of the elliptic curve method will be similar t o that of the class group method, with the important difference of being sensitive to the size of p. 10.3.2 Elliptic Curves Modulo N



Before giving the details of the method, it is useful to give some idea of projective geometry over ZINZ when N is not a prime. When N is a prime, the projective line over ZINZ can simply be considered as the set ZINZ to which is added a single "point at infinity" , hence has N 1 elements. When N is not a prime, the situation is more complicated.



+



Definition 10.3.1. W e define projective n-space over Z l N Z as follows. = 1 If Let E = {(xo,x i , . . . , Z n ) E (ZINZ)"", c ~ ( xx ~ ., , ) R is the relation on E defined by rnultiplzcation by a n invertible elernent of ZINZ, then R is an equivalence relation, and we define



i.e. the set of equivalence classes of E rnodulo the relation R. W e will denote by (xo : x1 : . : xn) the equivalence class in Pn(Z/NZ) of (xo,x1,. . 72,). Remarks. (1) Note that even though the xi are in ZINZ, it makes sense to take their GCD together with N by taking any representatives in iZ and then cornputing the GCD.
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(2) We recover the usual definition of projective n-space over a field when N is prime. (3) The set (ZINZ)" can be naturally embedded into Pn(Z/NZ) by sending ("0, xi, . . . ,xn-1) to (xo : x i : . . . : xn-1 : 1). This subset of Pn(Z/NZ) will be called for Our purposes its affine subspace, and denoted P$'(Z/NZ), although it is not canonically defined. (4) If p is a prime divisor of N (or in fact any divisor), there exists a natural map from Pn(Z/NZ) t o Pn (ZlpZ) induced by reducing projective coordinates modulo p. Then P belongs to P:*(z/Nz) if and only if the (ZIpZ). reduction of P modulo every prime divisor p of N belongs to':F'I (5) When N is a prime, we have a natural decomposition Pn(Z/NZ) = P$~(z/Nz)U Pn-l(Z/NZ), by identifying (xo : XI : - . : X ) with (xo : x1 : . - - : xn-1 : O). In the general case, this is no longer true. We can still make the above identification of with a subspace of P,. (It is easy to check that it is compatible with the equivalence relation defining the projective spaces.) There is however a third subset which enters, made up of points P = (xo : X I : . . : x,) such that xn is neither invertible nor equal to O modulo N, i.e. such that (x,, N ) is a non-trivial divisor of N. We will cal1 this set the special subset, and denote it by P:(Z/NZ). For any subset E of Pn(Z/NZ) we will denote by E~', En-l and Es the intersection of E with P ,': Pn-1 and P: respectively. Hence, we have the disjoint union E = E*"U ~ n - 1UE'. a



Let us give an example. The projective line over Z/6Z has 12 elements, which are (O : 1), (1 : 1), (2 : 1), (3 : 1), (4 : 1), (5 : 1), (1 : 2), (3 : 2), (5 : 2), (1 : 3), (2 : 3) and (1 : O) (denoting by the numbers O to 5 the elements of L/6Z). The first 6 elements make up the affine subspace, and the last element (1 : O) corresponds to the usual point at infinity, i.e. to Po. The other 5 elements are the special points. It is clear that finding an element in the special subset of Pn(Z/NZ) will immediately factor N , hence the special points are the ones which are interesting for factoring. We leave as an exercise for the reader to show that



(see Exercise 6). Definition 10.3.2. Let N be a positive integer coprime to 6. W e define an elliptic curve E over Z / N Z as a projective equation of the form
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where (x : y : t) are the projective coordinates, and a and b are elements of Z/NZ such that 4a3 + 27b2 is invertible modulo N . As usual, by abuse of notation we shall use affine equations and affine coordinates even though it is understood that we work in the projective plane. Now if N is a prime, the above definition is indeed the definition of an elliptic curve over the field IFN. When N is not a prime the reduction maps modulo the prime divisors p of N clearly send E(Z/NZ) into E(Z/pZ). (Note that the condition that 4a3 + 27b2 is invertible modulo N ensures that the reduced curves will al1 be elliptic curves.) Hence, as with any other set we can write E(Z/NZ) = E*" U El U Es , and ESis the set of points (x : y : t ) such that t is neither invertible nor equal to O modulo N . This means, in particular, that the reduction of (x : y : t ) modulo p will not always be in the affine part modulo p. Warning. Note that if the reduction of (x : y : t) modulo every prime divisor p of N is the point at infinity, this does not imply that t is equal to O modulo N. What it means is that t is divisible by al1 the primes dividing N , and this implies t O (mod N ) only if N is squarefree. Now we can use the addition laws given by Proposition 7.1.7 to try and define a group law on E(Z/NZ). They will of course not work as written, since even if x i # 2 2 , x1 - 2 2 may not be invertible modulo N . There are two ways around this. The first one, which we will not use, is to define the law on the projective coordinates. This can be done, and involves essentially looking at 9 different cases (see [Bos]). We then obtain a true group law, and on the affine part it is clear that the reduction maps modulo p are compatible with the group laws. The second way is to stay ignorant of the existence of a complete group law. After all, we only want to factor N . Hence we use the formulas sf Proposition 7.1.7 as written. If we start with two points in the affine part, their sum P will either be in the affine part, or of the form (x : y : O) (i.e. belong to El), or finally in the special part. If P is in the special part, we immediately split N since (t,N ) is a non-trivial factor of N . If P = (x : y : O), then note that since P E E(Z/NZ) we have x3 = O (mod N). Then either x = O (mod N), corresponding to the non-special point at infinity of E, or (x, N ) is a non-trivial divisor of N , and again we will have succeeded in splitting N. 10.3.3 The ECM Factoring Method of Lenstra



Before giving the algorithm in detail, we must still settle a few points. First, we must explain how t o choose the elliptic curves, and how to choose the stage 1 bound B.
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+ +



As for the choice of elliptic curves, one can simply choose y2 = x3 a x 1 which has the point (O : 1 : 1) on it, and a is small. For the stage 1 bound, since the number of points of E modulo p is around p by Hasse's theorem, one expects E(Z/pZ) to be L(p)a-powersmooth with probability L(p)-11(2a)+0(1) by the Canfield-Erdos-Pomerance theorem, hence if we take B = L ( P ) ~we ~ ~ ) before + ~ ( getting ~ ) a smooth order, giving as expect to try ~ ( ~ ) ~ l ( curves group operations on the curve. This is total amount of work minimal for a = 1 / 4 , giving a running time of L(p) group operations. Since, when N is composite, there exists a p 1 N with p fi, this gives the announced running tirne of L(N)'+ O('). But of course what is especially interesting is that the running time depends on the size of the smallest prime factor of N, hence the ECM can be used in a manner similar to trial division. In particular, contrary to the class group method, the choice of B should be done not with respect to the size of N, but, as in the original p - 1 method, with respect to the amount of time that one is willing to spend, more precisely to the approximate size of the prime p one is willing to look for. For example, if we want to limit Our search to primes less than 1020, one can take B = 12000 since this is close to the value of ~ ( 1 0 ~Ilfi, ' ) and we expect to search through 12000 curves before successfully splitting N . Of course, in actual practice the numbers will be slightly different since we will also use stage 2. The algorithm is then as follows.




 1



+



(this will happen). Output d as a non-trivial factor of N and terminate the algorithm.



3. [Compute inverses] For i = k , k - 1, . . . i = 2 do the following. Output bi +- uci-1 mod N, and set u t uai mod N . Finally, output bl t u and terminate the algorithm.



Proof. We clearly have ci = a l - - ai mod N, hence at the beginning of step 3 • we have u = (al - . ai)-' mod N , showing that the algorithm is valid. Let us see the improvements that this algorithm brings. The naïve method would have required k extended Euclid to do the job. The present algorithm needs only 1 extended Euclid, plus 3k - 3 multiplications modulo N. Hence, it is superior as soon as 1 extended Euclid is slower than 3 multiplications modulo N, and this is almost always the case. Now recall from Chapter 7 that the computation of the sum of two points on an elliptic curve y2 = x3 ax b requires the computation of m = (yz -



+ +
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+



yl)(x2 - xi)-' if the points are distinct, m = (32: a)(2yl)-' if the points coincide, plus 2 multiplications modulo N and a few additions or subtractions. Since the addition/subtraction times are small compared to multiplication modulo N , we see that by using Montgomery's trick on a large number C of curves, the actual time taken for a group operation on the curve in the context of the ECM method is 6 T/C multiplications modulo N when the points are distinct, or 7 TIC when they are equal, where T is the ratio between the time of an extended GCD with N and the time of a multiplication modulo N . (Incidentally, note that in every other semi-group that we have encountered, or even class groups, squaring is always faster than including Z, W, Z[X] general multiplication. In the case of elliptic curves, it is the opposite.) If we take C large enough (say C = 50) this gives numbers which are not much larger than 6 (resp. 7), and this is quite reasonable.



+



+



Another way to speed up group computations on elliptic curves modulo N is to use projective coordinates instead of affine ones. The big advantage is then that no divisions modulo N are required at all. Unfortunately, since we must now keep track of three coordinates instead of two, the total number of operations increases, and the best that one can do is 12 multiplications modulo N when the points are distinct, 13 when they are equal (see Exercise 3). Thanks to Montgomery's trick, this is worse than the affine method when we work on many curves simultaneously. By using other parametrizations of elliptic curves than the WeierstraB mode1 y2 = x3 ax b, one can reduce the number 12 to 9 (see [Chu] and Exercise 4), but this still does not beat the 6 TIC above when C is large. Hence, in practice 1suggest using affine coordinates on the WeierstraB equation and Montgomery's trick.
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Finally, as for the class group method, it is necessary to include a stage 2 into the algorithm, as for the p - 1 method. The details are left t o the reader (see [Mon2], [Bre2]). As a final remark in this section, we note that one can try t o use other algebraic groups than elliptic curves, for example Abelian varieties. D. and G. Chudnovsky have explored this (see [Chu]),but since the group law requires a lot more operations modulo N , this does not seem t o be useful in practice.



10.4 The Multiple Polynomial Quadratic Sieve We now describe the quadratic sieve factoring algorithm which, together with the elliptic curve method, is the most powerful general factoring method in use at this time (1994). (The number field sieve has been successfully applied t o numbers of a special form, the most famous being the ninth Fermat number 22g 1 = 2512 1, a 155 digit number, but for general numbers, the quadratic sieve is still more powerful in the feasible range.) This method is due t o C. Pomerance, although some of the ideas were already in Kraitchik.
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10.4 The Multiple Polynomial Quadrat ic Sieve



10.4.1 The Basic Q u a d r a t i c Sieve Algorithm



As in the continued fraction method CFRAC explained in Section 10.1, we look for many congruences of the type



where the pi are "small" prime numbers, and if we have enough, a Gaussian stage will give us a non-trivial congruence x2 = y2 (mod N ) and hence a factorization of N . The big difference with CFRAC is the way in which the congruences are generated. In CFRAC, we tried to keep x2 rnod N as small as possible so that it would have the greatest possible chance of factoring on Our factor base of pi. We of course assume that N is not divisible by any element of the factor base. Here we still want the x2 rnod N to be not too large but we allow residues larger than fi (although still o(N'/~+'). The simplest way to do this is to consider the polynomial



It is clear that Q(a)



= x2 (mod N ) for x



=



Ln]+ a and as long as a =



O(NE),we will have Q (a) = o(N'/~+€). Although this is a simpler and more general way to generate small squares modulo N than CFRAC, it is not yet that interesting. The crucial point, from which part of the name of the method derives, is that contrary t o CFRAC we do not need to (painfully) factor al1 these x2 rnod N over the factor base. (In fact, most of them do not factor so this would represent a waste of time.) Here, since Q(a) is a polynomial with integer coefficients, we can use a sieve. Let us see how this works. Assume that for some number m we know that m 1 Q(a). Then, for every integer k, m 1 Q(a km) automatically. To find an a (if it exists) such that m 1 Q(a) is of course very easy since we solve x2 = N (mod m) using the algorithm of Exercise 30 of Chapter 1, and take



+



Since we are going to sieve, without loss of generality we can restrict to sieving with prime powers m = pk. If p is an odd prime, then x2 = N (mod pk) has a solution (in fact two) if and only if):( = 1, so we include only those primes in Our factor base (this was also the case in the CFRAC algorithm) and we compute explicitly the two possible values of a (mod pk) such that pk 1 Q(a), say a,. and b P k . If p = 2 and k 2 3, then x2 G N (mod 2k) hm a solution (in fact four) if and only if N 1 (mod 8) and we again compute them explicitly. Finally, if p = 2 and k = 2, we take x = 1 if N z 1 (mod 4) (otherwise a does not exist) and if p = 2 and k = 1 we take x = 1. Now for a in a very long interval (the sieving interval), we compute very crudely ln ]Q(a)l. (As we will see, an absolute error of 1 for instance is enough,
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hence we certainly will not use the interna1 floating point log but some ad hoc program.) We then store this in an array indexed by a. For every prime p in Our factor base, and more generally for small prime powers when p is small (a good rule of thumb is to keep al1 possible pk less than a certain bound), we subtract a crude approximation to lnp to every element of the array which is congruent to apk or to bpk modulo pk (this is the sieving part). When al1 the primes of the factor base have been removed in this way, it is clear that a Q(a) will factor on Our factor base if and only if what remains at index a in Our array is close to O (if the logs were exact, it would be exactly zero). In fact, if Q(a) does not factor completely, then the corresponding array element will be at least equal to ln B (where B is the least prime which we have not included in Our factor base), and since this is much larger than 1this explains why we can take very crude approximations to logs. It can be shown on heuristic grounds, again using the theorem of Canfield, Erdos and Pomerance, that using suitable sieving intervals and factor bases, the running time is of the form o(L(N)'+o(')). Although this is comparable to the class group or ECM methods, note that the basic operation in the quadratic sieve is a single precision subtraction, and it is difficult to have a faster basic operation than that! As a consequence, for practical ranges (say up to 100 decimal digits) the quadratic sieve runs faster than the other methods that we have seen, although as already explained, ECM may be lucky if N has a reiatively small prime divisor. The method that we have just briefly explained is the basic quadratic sieve (QS). Many improvements are possible. The two remarks made a t the end of Section 10.1 also apply here. First, only primes p such that p = 2 or = 1 need to be taken in the prime base (or more generally = O or 1 if a multiplier is used). Second, the large prime variation is just as useful here as before. (This is also the case for the number field sieve, and more generally for any algorithm which uses in some way factor bases, for example McCurley or Buchmann's sub-exponential algorithms for class group and regulator computation.)



(5)



(y)



10.4.2 The Multiple Polynomial Quadratic Sieve



There is however a specific improvement to the quadratic sieve which explains the first two words of the complete name of the method (MPQS). The polynomial Q(a) introduced above is nice, but unfortunately it stands al1 alone, hence the values of Q(a) increase faster than we would like. The idea of the Multiple Polynomial Quadratic Sieve is to use several polynomials Q so that the size of Q(a) can be kept as small as possible. The following idea is due to P. Montgomery. We will take quadratic polynomials of the form Q ( x ) = Ax2 2Bx C with A > O, B2- AC > O and such that N 1 B~ - AC. This gives congruences just as nicely as before since



+



AQ(x) = (Ar + B ) ~ (B2 - AC)



= (Ar + B



) ~(mod N).
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In addition, we want the values of Q(x) t o be as small as possible on the sieving interval. If we want to sieve on an interval of length 2M, it is therefore natural to center the interval at the minimum of the function Q , i.e. to sieve in the interval I = [-BIA - M, -B/A Ml.



+



Then, for x E 1,we have Q(-B/A) 5 Q(x) 5 Q(-B/A minimize the absolute value of Q (x) we ask that Q (- BIA) which is equivalent to A 2 ~ FZ2 2 ( - ~ AC)~i.e. to



+ M ) . Therefore t o N



-Q(- B/A+M),



and we will have



Since we want this to be as small as possible, but still have N 1 B~- AC, we will choose A, B and C such that B~ - AC = N itself, and the maximum of IQ(x) 1 will then be approximately equal to M J ~ . This is of the same order of magnitude (in fact even slightly smaller) than the size of the values of Our initial polynomial Q(x), but now we have the added freedom to change polynomials as soon as the size of the residues become too large for Our taste. To summarize, we first choose an appropriate sieving length M. Then we choose A close to m M such that A is prime and ($) = 1. Using Algorithm 1.5.1we find B such that B2 N (mod A) and finally we set C = (B2- N)/A. Now as in the ordinary quadratic sieve, we must compute for each prime power pk in Our factor base the values apk (Q) and bpk (Q) with which we will initialize Our sieve. These are simply the roots mod pk of &(a) = O. Hence, since the discriminant of Q has been chosen equal t o N , they are equal t o (-B apk)/A and (-B b,k)/A, where apk and bpk denote the square roots of N modulo pk which should be computed once and for all. The division by A (which is the only time-consuming part of the operation) is understood modulo pk.
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As for the basic quadratic sieve, heuristically the expected running time of MPQS is o(L(N)'+o(')), as for the class group method and ECM. However, as already mentioned above, the basic operation being so simple, MPQS is much faster than these other methods on numbers which are difficult to factor (numbers equal to a product of two primes having the same order of magnitude).
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10.4.3 Improvements to the MPQS Algorithm



The detailed aspects of the implementation of the MPQS algorithm, such as the choice of the sieving intervals, the size of the factor base and criteria to switch from one polynomial to the next, are too technical to be given here. We refer the interested reader to [Sill] which contains al1 the necessary information for a well tuned implement ation of this algorithm. A number of improvements can however be mentioned. We have already discussed above the large prime variation. Other improvements are as follows. (1) One improvement is the double large prime variation. This means that we allow the unfactored part of the residues to be equal not only to a single prime, but also to a product of two primes of reasonable size. This idea is a natural one, but it is then more difficult to keep track of the true relations that are obtained, and A. Lenstra and M. Manasse have found a clever way of doing this. 1 refer to [LLMP] for details. (2) A second improvement is the srnall prime variation which is as follows. During the sieving process, the small primes or prime powers take a very long time t o process since about l / p numbers are divisible by p. In addition, their contribution to the logarithms is the smallest. So we do not sieve at al1 with prime powers less than 100, say. This makes it necessary keep numbers whose residual logarithm is further away from zero than usuar, but practice shows that it makes little difference. The main thing is to avoid missing any numbers which factor, at the expense of having a few extra which do not. (3) A third improvement is the self-initialization procedure. This is as follows. We could try changing polynomials extremely often, since this would be the best chance that the residues stay small, hence factor. Unfortunately, as we have mentioned above, each time the polynomial is changed we must "reinitialize" Our sieve, i.e. recompute starting values a p k (Q) and b,k (Q) for each pk in Our factor base. Although al1 the polynomials have the same discriminant N and the square roots have been precomputed (so no additional square root computations are involved), the time-consuming part is to invert the leading coefficient A modulo each element of the factor base. This prevents us from changing polynomial too often since otherwise this would dominate the running time. The self-initialization procedure deals with this problem by choosing A not t o be a prime, but a product of a few (say 10) distinct mediumsized primes p such that ($) = 1. The number of possible values for B (hence the number of polynomials with leading term A) is equal to the number of solutions of B~ I N (mod A), and this is equal t o 2t-1 if t is the number of prime factors of A (see Exercise 30 of Chapter 1). Hence this procedure essentially divides by 2t-1 most of the work which must be done in initializing the sieve.



10.5 The Number Field Sieve



10.5 The Number Field Sieve 10.5.1 Introduction We now come t o the most recent and potentially the most powerful known factoring method, the number field sieve (NFS). For complete details 1refer to [Len-Len21. The basic idea is the same as in the quadratic sieve: by a sieving process we look for congruences modulo N by working over a factor base, and then we do a Gaussian elimination over Z/2Z to obtain a congruence of squares, hence hopefully a factorization of N. Before describing in detail the method, we will comment on its performance. Prior to the advent of the NFS, al1 modern factoring methods had an expected running time of at best O(eJln ln ln N(l+o(l))).Because of the theorem of Canfield, Erdos and Pomerance, some people believed that this could not be improved, except maybe for the (1 o(1)). The invention by Pollard of the NFS has now changed this belief, since under reasonable heuristic assumptions, one can show that the expected running time of the NFS is
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O



e(ln N)'l3 (ln ln N ) ~(c+o(~))) / ~



(



for a small constant C (an admissible value is C = (64/9)'j3 and this has been slightly lowered by Coppersmith) . This is asymptot ically considerably better than what existed before. Unfortunately, the practical situation is less simple. First, for a number N having no special form, it seems that the practical cutoff point with, say, the MPQS method, is for quite large numbers, maybe around 130 digits, and these numbers are in any case much too large to be factored by present methods. On the other hand, for numbers having a special form, for example Mersenne numbers 2 P - 1 or Fermat numbers 22k 1, NFS can be considerably simplified (one can in fact decrease the constant C t o C = (32/9)'13), and stays practical for values of N up to 120 digits. In fact, using a system of distributed e-mail computing, and the equivalent of years of CPU time on small workstations, A. K. Lenstra and Manasse succeeded in 1990 in factoring the ninth Fermat number F9 = 2512 1, which is a number of 155 decimal digits. The factors have respectively 7, 49 and 99 digits and the 7-digit factor was of course already known. Note that the knowledge of this 7-digit factor does not help NFS at al1 in this case.
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The idea of the number field sieve is as follows. We choose a number field K = Q(0) for some algebraic integer 0, let T ( X ) E Z[X] be the minimal monic polynomial of O , and let d be the degree of K. Assume that we know an integer m such that T(m) = kN for a small integer k. Then we can define a ring homomorphism 4 from Z[0] t o Z/NZ, by setting 4(8) = m mod N . This homomorphism can be extended t o ZK in the following way. Let f = [ZK: Z[O]] be the index of Z[B] in Z K -We may assume that (f, N ) = 1
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otherwise we have found a non-trivial factor of N. Hence f is invertible modulo N , and if u E Z is an inverse of f modulo N, for al1 a E ZK we can set $(a)= u$( f a) since f a E Z[8]. We can use $ as follows. To take the simplest example, if we can find integers a and b such that a bm is a square (in Z), and also such that a b8 is a square (in ZK), then we may have factored N : write a bm = x2, and a b8 = ,O2. Since q!~ is a ring homomorphism, $(a b8) = a bm = y2 (mod N ) where we have set y (mod N) = $(,O), hence x2 = y2 (mod N), so (x - y, N ) may be a non-trivial divisor of N . Of course, in practice it will be impossible to obtain such integers a and b directly, but we can use techniques similar to those which we used in the continued fraction or in the quadratic sieve method, i.e. factor bases. Here however the situation is more complicated. We can take a factor base consisting of primes less than a given bound for the a bm numbers. But for the a b8, we must take prime ideals of ZK. In general, if K is a number field with large discriminant, this will be quite painful. This is the basic distinction between the general number field sieve and the special one: if we can take for K a simple number field ('1.e. one for which we know everything: units, class number, generators of small prime ideals, etc . . . ) then we are in the special case. We will start by describing the simplest case of NFS, which can be applied only to quite special numbers, and in the following section we will explain what must be done to treat numbers of a general form.
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10.5.2 Description of the Special NFS when h(K) = 1 In this section we not only assume that K is a simple number field in the sense explained above, but in addition that ZK has class number equal to 1 (we will see in the next section what must be done if this condition is not satisfied). Let a E ZK and write



where we assume that for al1 i, vi > O. We will Say that a is B-smooth if NKIQ(ai) is B-smooth, or in other words if al1 the primes below Pi are less than or equal to B. Since ZK has class number equal to 1, we can write



where U is a generating set of the group of units of K (i.e. a system of fundamental units plus a generator of the subgroup of roots of unity in K), and G is a set of ZK-generators for the prime ideals p above a prime p 5 B (since the ideals p are principal). If a lift of 4(a)to Z is also B-smooth (in practice we always take the lift in [ - N / 2 , N / 2 ] ) then we have
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hence the congruence



If P is the set of primes less than or equal to B, then as in the quadratic sieve and similar algorithms, if we succeed in finding more than 1 U 1 IGI JPlsuch congruences, we can factor N by doing Gaussian elimination over Z/2Z.



+ + +



By definition an HNF basis of ZK is of the form (1, (uû v)/w, . . . ). Replacing, if necessary, û by (uû v)/w, without loss of generality we may assume that there exists an HNF basis of ZK of the form (wl, wz, w3,. . . ,wd) where w l = 1, wz = û and wi is of degree exactly equal t o i - 1 in O. We will Say in this case that û is primitive. This being done, we will in practice choose a to be of the form a bû with a and b in Z and coprime. We have the following lemma.
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Lemma 10.5.1. If a and b are coprirne integers, then any prime ideal p which diuides a bû, ezther dzuides the index f = [ZK : Z[B]] o r 2s of degree 1.



+



Proof. Let p be the prime number below p. Then p { b otherwise a E p n Z hence p 1 a , contradicting a and b being coprime. Now assume that p f , and let b-' be an inverse of b modulo p and u be an inverse of f modulo p. We have û = -abv1 (mod p). Hence, if x E ZK, fx E Z[û] so there exists a polynomial P E Z[X] such that x uP(-ab-') (mod p) so any element of ZK is congruent to a rational integer modulo p, hence to an element of the • set {O, 1,. . . ,p - 11, thus proving the lemma.
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Let d = deg(T) be the degree of the number field K. By Theorem 4.8.13, prime ideals of degree 1 dividing a prime number p not dividing the index correspond to linear factors of T ( X ) modulo pl i.e. to roots of T(X) in IFp. These can be found very simply by using Algorithm 1.6.1. For any root cp E {O, 1,.. . , p - 1) of T(X) modulo p, we thus have the corresponding prime ideal of degree 1 above p generated over ZK by (plû -cp). Now when we factor numbers a of the form a bû with (a, b) = 1,we will need to know the p-adic valuation of a for al1 prime ideals p such that a E p. But clearly, if p does not divide f , then a E p if and only if p 1 a b ~ and , if this is the case then a does not belong to any other prime above p since the c, are distinct. Hence, if p 1 a bcp, the p-adic valuation of a (with p = (pl û - cp)) is equal to the padic valuation of N ( a ) which is simple t o compute.
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For p 1 f , we can use an HNF b a i s of p with respect to 8, where we may assume that 8 is primitive. This basis will then be of the form (p, -c, yû, 7 2 , . ..,yd-i) where c, and y are integers with y 1 p and the
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are polynomials of degree exactly i in 8 (not necessarily with integral coefficients). It is clear that a +b8 E p if and only if y 1 b and a = -bc,/y (mod p). But p 1 b is impossible since as before it would imply p 1 a hence a and b would not be coprime. It follows that we must have y = 1. Hence, a E p if and only if p 1 a +bc,. F'urthermore, 8 - cp E p implies clearly that T(cp) z O (mod p), i.e. that c, is a root of T modulo p. The condition is therefore exactly the same as in the case p { f . Note however that now there may be several prime ideals p with the same value of c,, so in that case the p-adic valuation of a should be computed using for example Algorithm 4.8.17. (Since this will be done only when we know that a and d ( a ) are B-smooth, it does not matter in practice that Algorithm 4.8.17 takes longer than the computation of v, (N(a)) .) Thus, we will compute once and for al1 the roots c, of the polynomial T ( X ) modulo each prime p 5 B, and the constants ,O, (0 in the notation of Algorithm 4.8.17) necessary to apply directly step 3 of Algorithm 4.8.17 for each prime ideal p dividing the index. It is then easy to factor a = a + b8 into prime ideals as explained above. Note that in the present situation, it is not necessary to split completely the polynomial T(X) modulo p using one of the methods explained in Chapter 3, but only to find its roots modulo pl and in that case Algorithm 1.6.1 is much faster. yi



We must however do more, that is we need to factor a into prime elements and units. This is more delicate. First, we will need to find explicit generators of the prime ideals in Our factor base (recall that we have assumed that ZK = Z[O]is a PID). This can be done by computing norms of a large number of elements of ZK which can be expressed as polynomials in 8 with small coefficients, and combining the norms to get the desired prime numbers. This operation is quite time consuming, and can be transformed into a probabilistic algorithm, for which we refer t o [LLMP]. This part is the essential difference with the general NFS since in the general case it will be impossible in practice to find generators of principal ideals. (The fact that ZK is not a PID in general also introduces difficulties, but which are less important .) Second, we also need generators for the group of units. This can be done during the search for generators of prime ideals. We find in this way a generating system for the units, and the use of the complex logarithmic embedding allows us t o extract a multiplicative basis for the units as in Algorithm 6.5.9. Choosing a factor base limit B, we will take as factor base for the numbers a bm the primes p such that p 5 B, and as factor base for the numbers a bû we will take,a system G of non-associate prime elements of ZK whose norm is either equal to fpl where p is a prime such that p 5 B and p '( f , or equal t o f p kfor some k if p 5 B and p 1 f , plus a generating system of the group of units of ZK. We have seen that a E p if and only if p 1 a bc, which is a linear congruence for a and b. Hence, we can sieve using essentially the same sieving procedure as the one that we have described for the quadratic sieve.
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1) By sieving on small primes, eliminate pairs (a, b) divisible by a small prime. (We will therefore keep a few pairs with (a, b) > 1, but this will not slow down the procedure in any significant way.)



2) Initialize the entries in the sieving interval to a crude approximation to ln(a mb).



+



pk



3) First sieve: for every pk $ B, subtract lnp from the entries where 1 a mb by sieving modulo p, p2, . . .



+



4) Set a flag on al1 the entries which are still large (i.e. which are not B-smooth), and initialize the other entries with In(N(a + b9)). 5) Second sieve: for every pair (p,cp), subtract lnp from the unfiagged entries for which p 1 a bc,. Note that we cannot sieve modulo p2, . . .



+



6) For each entry which is smaller than 21n B (say), check whether the corresponding N ( a b9) is indeed smooth and in that case compute the complete factorization of a b9 on GU U.Note that since we have not sieved with powers of prime ideals, we must check some entries which are larger than ln B.
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In practice, the factorization of a+b9 is obtained as follows. Since N ( a + b9) is smooth we know that N ( a b6J) = p V p . We can obtain the element relations as follows. If only one prime ideal p above p corresponds to a given cp (this is always true if p f ) , then if we let d be the degree of p (1 if p { f ) , the p-adic valuation of a b9 is vp/d, and the pl-adic valuation is zero for every other prime ideal above p. If several prime ideals correspond to the same cp (this is possible only in the case p 1 f ) , then we use Algorithm 4.8.17 to compute the p-adic valuations. As already mentioned, this will be done quite rarely and does not really increase the running time which is mainly spent in the sieving process. Using the set G of explicit generators of Our prime ideals, we t hus obtain a decomposition
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nPsB
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where u is a unit. If (ui,. . . , u,) is a system of fundamental units of K and [ is a generator of the group of roots of unity in K , we now want to write



To achieve this, we can use the logarithmic embedding L (see Definition 4.9.6) and compute L(a+b9) -CgCG pgL(g). This will lie in the hyperplane C xi = O of W r l + r 2 , and by Dirichlet's theorem, the L(ui) form a basis of this hyperplane, hence we can find the ni for i 2 1 by solving a linear system (over R, but we know that the solution is integral). Finally, no can be obtained by comparing arguments of complex numbers (or even more simply by comparing signs if everything is real, which can be assumed if d is odd).
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10.5.3 Description of the Special NFS when h(K) > 1



In this section, we briefly explain what modifications should be made to the above method in the case h(K) > 1, hence when ZK is not a PID. In this case we do not try t o find generators of the prime ideals, but we look as before for algebraic integers (not necessarily of the form a b9) with small coordinates in an integral basis, having a very smooth norm. More precisely, let p l , p 2 , . . . be the prime ideals of norm less than or equal to B ordered by increasing norm. We first look for an algebraic integer a l whose decomposition gives alZK = P:lll where klY1is minimal and hence is equal to the order of p l in C l ( K ) .Then we look for another algebraic integer a2 such ~ p lk112P2kz*2 where k2,2 is minimal and hence is equal to the order of that a 2 Z = p~ in Cl (K)/ < p i >. We may also assume that klY2< kl 1. We proceed in this way for each pi of norm less than or equal t o B, and thug we have constructed an upper triangular matrix M whose rows correspond to the prime ideals and whose columns correspond to the numbers ai. With high probability we have h(K) = kiYi1but it does not matter if this is not the case. We can now replace the set G of generators of the pi which was used in the case h ( K )= 1 by the set of numbers ai in the following way. Assume that a is B-smooth and that a Z K = py'. Let V be the column vector whose components are the vi. It is clear that a Z K = a;' ZK where the are the components of the vector M-'V which are integers by construction of the matrix M . Hence a = u n j a? where u is a unit, and we can proceed as before. Note that since M is an upper triangular matrix it is easy to compute M-lV by induction.
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An Example of the Special NFS. Assume that N is of the form re - S, where r and s are small. Choose a suitable degree d (d = 5 is optimal for coisider the ;olynomial numbers having 70 digits or more), and set k =



[il.



T ( X ) = xd- srkd-e Since O 5 kd - e < d and s and r are small, so is srkd-e.If we choose m = r k ,it is clear that T(m) = r k d - eis~a small multiple of N. If T is an irreducible polynomial, we will work in the number field K of degree d defined by T. (If T is reducible, which almost never happens, we usually obtain a nontrivial factorization of N from a non-trivial factorization of T.) Since typically d = 5, and srkd-eis small, K is a simple field, i.e. it will not be difficult t o find generators for ideals of small norm, the class number and a generating system for the group of units. As mentioned above, the first success of the special NFS was obtained by [LLMP] with the ninth Fermat number N = 2512 1 which is of the above form. They chose d = 5, hence k = 103 and T(X) = X 5 8, thus K = ~ ( 2 ' 1 ~ ) which happens to be a field with class number equal to 1.
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10.5.4 Description of the General NFS



The initial ideas of the general NFS are due to Buhler and Pomerance (see [BLP]). We do not assume anymore that K is a simple field. Hence it is out of the question to compute explicit generators for prime ideals of small norm, a system of fundamental units, etc . . . Hence, we must work with ideals (and not with algebraic numbers) as long as possible. So we proceed as before, but instead of keeping relations between elements (which is not possible anymore), we keep relations between the prime ideals themselves. As usual in Our factor base we take the prime ideals of degree 1 whose norm is less than or equal t o B and the prime ideals of norm less than or equal to B which divide the index f ; since the index may not be easy to compute, we can use instead the prime ideals above primes p 5 B such that divides the discriminant of the polynomial T). After the usual Gaussian elimination step over 2/22, we will obtain algebraic numbers of the form



where without loss of generality we may assume that



e,,b



= O or 1, such that



this last product being over the prime ideals of Our factor base. Although the principal ideal yZK is equal to the square of an ideal, this does not imply that it is equal to the square of a principal ideal. Fortunately, this difficulty can easily be overcome by using a trick due to L. Adleman (see [Adl]). Let us say that a non-zero algebraic number y E K is singular if yZK is the square of a fractional ideal. Let S be the multiplicative group of singular numbers. If U(K) is the group of units of K, it is easy to check that we have an exact sequence



where for any Abelian group G, G[2] is the subgroup of elements of G whose square is equal to the identity (see Exercise 9). This exact sequence can be considered as an exact sequence of vector spaces over IF2 = 2/22. Furthermore, using Dirichlet's Theorem 4.9.5 and the parity of the number w ( K ) of roots of unity in K, it is clear that



For any finite Abelian group G, the exact sequence
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where the map from G t o G is squaring, shows that IG[2]1= IG/G21 hence dimF, G[2]= r kz(G) , where the 2-rank rk2(G) of G is by definition equal t o dimF, G / G ~(and also to the number of even factors in the decomposition of G into a direct product of cyclic factors). Putting al1 this together, we obtain dimp, (s/K*~) = rl



+ rz + rk2(C1(K)).



Hence, if we obtain more than e = rl+r2+rkz(C1(K)) singular numbers which are algebraic integers, a suitable multiplicative combination with coefficients O or 1 will give an element of ZK n K * ~ i.e. , a square of ZK, as in the special NFS, hence a true relation of the form we are looking for. Since e is very small, this simply means that instead of stopping at the first singular integer that we find, we wait till we have a t least e + 1 more relations than the cardinality of Our factor base. Note that it is not necessary (and in practice not possible) to compute rk2(Cl(K)). Any guess is sufficient, since afterwards we will have to check that we indeed obtain a square with a suitable combination, and if we do not obtain a square, this simply means that Our guess is not large enough. To find a suitable combination, following Adleman we proceed as follows. Choose a number r of prime ideals p which do not belong to Our factor base. A reasonable choice is r = 3e, where e can (and must) be replaced by a suitable upper bound. For example, we can choose for p ideals of degree 1 above primes which are larger than B. Then p = (pl0 - 7 ) .We could also choose prime ideals of degree larger than 1 above primes (not dividing the index) less than



B. Whatever choice is made, the idea is then to compute a generalized Lega bû endre symbol (+) (see Exercise 19 of Chapter 4) for every a b8 which is kept after the sieving process. Hence each relation will be stored as a vector over 2 / 2 2 with IEl lPl r components, where E is the set of prime ideals in Our factor base. As soon as we have more relations than components, by Gaussian elimination over 2 / 2 2 we can find an algebraic number x which is a singular integer and which is a quadratic residue modulo Our T extra primes p. It follows that x is quite likely a square. Assuming this to be the case, one of the most difficult problems of the general number field sieve, which is not yet satisfactorily solved at the time of this writing, is the problem of finding an algorithm to compute a square root y of x. Note that in practice x will be a product of thousands of a b6, hence will be an algebraic number with coefficients (as polynomials in 8, say) having several hundred thousand decimal digits. Although feasible in principle, it does not seem that the explicit computation of x as a polynomial in 8 will be of rnuch help because of the size of the coefficients involved. Similarly for any other practical representation of x, for example by its minimal polynomial.
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+ +



+
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Let us forget this practical difficulty for the moment. We would like an algorithm which, given an algebraic integer x of degree dl either finds y E Q[x] such that y2 = x, or says that such a y does not exist. A simple-minded algorithm to achieve this is as follows.



Algorithm 10.5.2 (Square Root in a Number Field). Given an algebraic integer x by its minimal monic polynomial A(X) E Z[X] of degree dl this algorithm finds a y such that y2 = x and y E Q[x], or says that such a y does not exist. (If x is given in some other way than by its minimal polynomial, compute the minimal polynomial first.) We let K = Q [ x ] . 1. [Factor A ( X ~ )Factor ] the polynomial A ( x 2 ) in 2[X]. If A(X2) is irreducible, then y does not exist and terminate the algorithm. Otherwise, let A(X2) = IS(X)S(-X) for some monic polynomial S E Z[X] of degree d be the factorization of A(X2) (it is necessarily of this form with S irreducible, see Exercise 10). 2. [Reduce to degree 11 Let S ( X ) = (X2- x)Q(X) division of S(X) by X 2 - x in K[X].



+ R(X) be the Euclidean



+



3. [Output result] Write R(X) = a X b with a and b in K and a y t -b/a and terminate the algorithm.



# O.



Output



The proof of the validity of this algorithm is easy and left to the reader (Exercise 10). Unfortunately, in Our case, simply computing the polynomial A(X) is already not easy, and factoring A(X2) will be even more difficult (although it will be a polynomial of degree 10 for example, but with coefficients having several hundred thousand digits). So a new idea is needed at this point. For example, H. W. Lenstra has suggested looking for y of the form y = (a b9) , the product being over coprime pairs (a, b) such that a b9 is smooth, but not necessarily a bm. This has the advantage that many more pairs (a, b) are available, and also leads t o a linear system over 2/22. Future work will tell whether this method or similar ones are sufficiently practical.



+



+



n



+



10.5.5 Miscellaneous Improvements to the Number Field Sieve Several improvements have been suggested to improve the (theoretical as well as practical) performance of NFS. Most of the work has been done on the general NFS, since the special NFS seems to be in a satisfactory state. We mention only two, since lots of work is being done on this subject. The most important choice in the general NFS is the choice of the number field K, i-e. of the polynomial T E Z[X] such that T(m) = kN for some small integer k. Choosing a fixed degree d (as already mentioned, d = 5 is optimal for numbers having more than 60 or 70 digits), we choose rn = [ N ' I ~ ] . If N = md+ad-lrnd-l - . - a0 is the base na expansion of N (with O ai < m), we can choose



+ +



























des documents recommandant













A Computational Introduction to Number Theory and ... - CiteSeerX 

we are done; otherwise, there exist a, b âˆˆ Z with 1 < a,b < n and n = ab, and ...... Exercise 3.9 Suppose that f(t) and g(t) are piece-wise continuous on [a,âˆž),.










 








A Computational Introduction to Number Theory and ... - CiteSeerX 

course on computational number theory at NYU in the fall semester of 2003, and that ... of n copies of a set S, and for x âˆˆ S, xÃ—n denotes the element of SÃ—n ...... In the sixth row, since gcd(6,15) = 3, we see a permutation of the third row. ...










 








computational complexity theory 

2001, he could not have anticipated the impact; our work here attempts to follow on. ..... Some calculations of the riemann zeta- function. Proceedings of the ...










 








PROBLEMS IN ELEMENTARY NUMBER THEORY God does 

interesting questions in Number Theory. Many of the problems are math- ... property n2|2n1 âˆ’ 1, n3|2n2 âˆ’ 1, à¸—à¸—à¸—, nk|2nkâˆ’1 âˆ’ 1, n1|2nk âˆ’ 1. Show that ..... Mathematics is the queen of the sciences and number theory is the queen ...... 










 








Basic Number Theory 

The reader is expected to possess the basic vocabulary of algebra. (groups, rings, fields) and of linear algebra (vector-spaces, tensor- products). Except at a few ...










 








Algebraic Number Theory - math.e 

Sep 28, 2008 - the problem of finding integer solutions to the equation,. X. 2. AY. 2 D 1; A 2 Z; ... of finding the class numbers of quadratic fields. DIRICHLET ...










 








A constructive theory of ordinals - Henri Lombardi 

N.b.: for countable ordinals, the limited principle of omniscience (LPO) is sufficient for proving the proposition. Corollary 3.11. Assume LEM. Any ordinal Î± > 0 is ...










 








Algebraic Number Theory - math.e 

Sep 28, 2008 - v3.00 (February 11, 2008). Corrected ..... be recovered by the introduction of â€œideal numbersâ€�. He proved that ... it has an inverse in A (element b such that ab D 1 D ba). I write A for the ..... CHAPTER 1. ...... ZÅ’Ë›Ð�, and tes










 








Number Theory IIf .fr 

curves, that is, solving the Fermat equation with polynomials. ...... definite quadratic form, the asymptotic formula for the number of points with height h=(P) 5 log B ...










 








Basic Number Theory 

i.e. satisfying the Hausdorff â€œseparationâ€� axiom (â€œseparatedâ€� in the sense ...... sion 1 are N-orthogonal if and only if V is the direct sum of H and W and.










 








Number Theory for Computing 

physics, chemistry, acoustics, biology, computing, coding and cryptography, ...... of' modern mathematics ; a good example would be the solution by Andrew ... interested in Fermat's Last Theorem at the age of ten, when he read the book The ...... his










 








Algebraic Number Theory 

1.4. Imaginary-Quadratic. Fields with Small Class Number ..... 1.5. The Artin Representation and the Artin Conductor ........ 1.6. The Functional Equation for Artin ...










 








ALGEBRAIC NUMBER THEORY Contents Introduction 

Edwards, H., Fermat's Last Theorem: A Genetic Introduction to Algebraic ... Page 11 ..... mk are integers, then âˆ©(mi)=(m) where m is the least common multiple ..... proposition), and Î³ is integral over B (by our choice of the bi), and so B [Î³] is










 








a course in monetary economics 

21 Sequential International Trade. 333 .... I wrote this book while teaching monetary economics during the period .... In the twentieth century Phillips (1958) found a negative correlation between (wage) infla- .... The answer to this question has to










 








A polynomial bound on the number of comaximal ... - Henri Lombardi 

The polynomial RM (X) does not depend on the matrix P. The polynomial RM (X) verifies ... Hereafter we will suppose that the module M has constant rank k.










 








Lectures on Topics in Algebraic Number Theory Sudhir R ... .fr 

8 sual con v ention is that deg 0 = 5 o.A homogeneous po lynom ial of degree Â¢ in A [X ,..., Xn ] is simply a finite A - linear combination of monomials of degree Â¢ .










 








Solved and Unsolved Problems in Number Theory - WordPress.com 

To give the answer in a compact form we write the class of integers. 8k + 7 as 8k - 1 ...... tracted attention. In fact, these opening sentences are completely un-.










 








Henri PoincarÃ©, theoretical physics, and relativity theory in Paris 

France, the fifth most active country from a quantitative point of view, ..... in the summer of 1907, Hermann Minkowski took up the elements of PoincarÃ©'s ..... paper: Einstein's first French-language publication on relativity in the Archives ... ma










 








Solved and Unsolved Problems in Number Theory - WordPress.com 

Of course, not all advances in number theory are discussed, only those pertinent to the ...... plane-if we may use such crystallographic language. Thus 7/2a - 1, ..... Theorem 27 just given, are similar in strategy to parts of Dirichlet's proof of ..










 








Mathematical Problems And Proofs Combinatorics, Number Theory 

Combinatorics, Number Theory, ... number theory, this book contains more than 150 thoroughly solved exam- ples and problems .... C Set of complex numbers.










 








ELEMENTARY CONSTRUCTIVE THEORY OF ... - Henri Lombardi 

We give an elementary theory of Henselian local rings and con- struct the Henselization .... For a commutative ring C we shall denote B(C) the boolean algebra.










 








Elementary Number Theory Notes c - EPDF.TIPS 

Jan 15, 2004 - r = aâˆ’bq since r âˆˆ S . By construction, r â‰¥ 0. Let us prove that r










 








cyclic number theory english edition dbid m3eks 












 








a course in miracles english edition 












 














×
Report A course in computational number theory Henri Cohen





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



