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Abstract This paper presents an Information Extraction (IE) system. This kind of system is intended to extract structured information from general texts. An evaluation is performed and the results are discussed. We show that, if IE is now an established technology, it suffers a number of limitations that prevent its dissemination through general public applications. To get over this obstacle, systems have to acquire domain-specific extraction patterns. This task makes IE being related to knowledge acquisition and corpus linguistics. We present the European ECRAN project and make some original proposals implicating Topic Detection, Lexical Tuning and Intelligent Interfaces in this framework. We show that an interaction is necessary between these different components and the end-user in order to incrementally increase the overall performances of the system. Keywords: Electronic service systems, Information Extraction, Human-computer interaction



1



Introduction



Information Extraction (IE) is a technology dedicated to the extraction of structured information from texts to fill pre-defined templates [Pazienza (1997)]. The American Message Understanding Conferences (MUC) provided a formidable framework for the development of research in this area. IE is known to have established a new linguistic architecture based on cascading automata and domain-specific knowledge [Appelt et al. (1993)]. Applications concern the extraction of information from newswires on terrorism events, job employment or TV programs for example. However, even if IE seems to be now a relatively mature technology, we see from our experience that it suffers a number of yet unsolved problems that limit its dissemination through industrial applications. Among these limitations, we can consider the fact that systems are not really portable from one domain to another. Additionally, systems analyze 1



very homogeneous corpora and performances decrease rapidly if one gives to the system a wide variety of texts as input. It is necessary to find new approaches allowing people to glance through the texts and interact with the system to find rapidly the information they need even on new domains. This trend is characterized by several research programs, including Topic Detection to pre-filter the texts, Lexical Tuning to adapt the system resources to new domains and corpora, and Intelligent Interfaces to navigate through the text. We show that the system resources can be assimilated to domain-specific knowledge acquired from the corpus to feed the system. This study presents the experiments made in the framework of the ECRAN project, a classical IE system. A precise evaluation of the system is presented. Then, some proposals are made to enhance the results by mixing different technologies into IE systems.
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ECRAN: a Multilingual Information Extraction System



ECRAN is an EU-funded project (from the Language Engineering framework, LE 2110) in lexically-driven Information Extraction that attempts to offer generic and portable IE systems. This kind of systems fills a predefined structured template from a text on a given domain [Pazienza (1997)]. 2.1



A brief description of the system



In the framework of ECRAN, systems have been developed for French, English and Italian. Their various modules provide at first a very local analysis that is progressively extended to the near context in which appears an expression. All the modules for French are integrated through the platform for linguistic engineering GATE, from the University of Sheffield [Cunningham (1996)].



Figure 1: the Extraction System for French For example, from the following text relating a terrorism event in Spain: 22 août 1990, page 24 ESPAGNE un mort au cours d'un attentat à la voiture piégée au Pays Basque. - Une personne a été tuée mardi 21 août en milieu de journée à Oyarzun (province basque de Guipuzcoa) au cours de l'explosion d'une voiture piégée dans le parking d'un hypermarché, a indiqué la police. (AFP). a template will be produced containing the main information from the text: Event date: 22 août 1990 Event location: Espagne, Pays Basque Number of killed people: 1 Number of injured people: 0 Weapon: voiture priégée 2



The system can be divided into four parts: modules for shallow parsing, modules for named entity recognition (location, dates, etc), modules extracting information from the structure of the text and then modules to complete a result template. Figure 1 illustrates the analysis process: the system is composed of a set of cascading modules that are chained so that each module can use the annotations from the previous component and add its own annotations. Dark modules (on the left) have been processed, middle grey modules (on the right) have to be processed, the Pattern Matcher module and the Structure Analyser module (in the middle) is currently being processed. This screenshot corresponds to the following diagram (Figure2):



Patternbased Extraction Texts



Shallow parsing − − − −



Tokenizer Sent. Splitter Morpho-analyser POS Tagger



− Gazetteer Lookup − Pattern Matcher − Name Matcher



Structure analysis



Merging



Extracted Information



− Template Filler − Results dumper



− Structure Analyser



Figure 2: relationships between the different modules of the system • The shallow parsing stage produces a tagged text, with part of speech and some other morphological information (in the example below, Dms means a masculine singular determiner, Nms a masculine singular noun, etc.). Un mort au cours d un attentat à la voiture piégée au Pays Basque 



This extract gives a good idea of the analysis performed by the system. Note that, in fact, annotations are in the Tipster format, not in a SGML-like format, even if we are currently migrating towards markup languages (see section 5). The tools producing these analyses have been developed outside of ECRAN: they are generic and offer common morpho-syntactic annotations over the document. • In a second stage, we recognize the named entities (person names, organizations, locations and dates) and other related information (number of victims, weapon…) by means of a linguistic analysis. This step is achieved by applying a grammar of regular expressions, the extraction patterns, over the text. For example, with the expression attentat à le , we are able to label voiture piégée as being the weapon of the terrorism event.
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Un mort au cours d un attentat à la voiture piégée au Pays Basque 



• Some information is also extracted from the structuration of the text. [Lacroix et al. (1998)] presents a system, which is able to extract information from the structure of HTML pages. This kind of application will be improved by the development of more structured document (like XML documents). Wrapper factories go one step beyond, in connecting together distant pieces of texts and in extracting information from poorly structured documents [Sahuguet and Azavant (1998)]. As the archives of Le Monde newspaper are formatted, we developed a wrapper to automatically extract information about the location and the date of the event. Report date: 22 août 1990 Event location: Espagne



Note that instead of the event date we extract the report of the event date due to the data present in the structuration of the text. This is not a problem given that the date of the article is systematically the day after the event. The date of the event could be calculated automatically. This non-linguistic extraction increases the quality of the result by providing 100% good results. It is also accurate when one thinks of the current development of structured text (HTML, XML) via the web and other corporate networks. • The last stage links all these information together to produce a result template that presents a synthetic view of the information extracted from the text. Event date: Event location: Pays Basque Number of killed people: 1 Number of injured people: Weapon: voiture priégée



Partial templates produced by different sentences are then merged to produce only one template per text. This merging is done according to some constraints on what can be unified or not. The results can then be stored in a database, which exhibits knowledge extracted from the corpus. 2.2



Corpus analysis and elaboration of the system



An experiment has been done on articles dealing with terrorism events from the French newspaper Le Monde. We gave an example taken from this corpus in the section before. The elaboration of the system resources is an iterative process. We manually extract a first set of relevant expressions of the domain. These expressions are then described in a grammar that is applied on a larger corpus. This stage allows to extract new relevant contexts that, in turn, lead to the discovery of new expressions and so on. The coverage of the grammar is progressively expanded until it corresponds to good performances on the 4



corpus. This learning method is corpus-based as it makes an intensive use of the corpus as a potential knowledge database. We are at the same time developing new tools to help the end-user to define the resources for his system (see section 4 and [Poibeau, 1999]). 2.3



Corpus and experiment description



The IE system in French was run on a part of the corpus described before. All the texts were coming from Le Monde daily newspaper issued between January 1987 and December 1996. The full corpus is composed of more than 5833 texts, containing more than 2 million words, totaling 13.5 million characters. About 1000 texts have been processed to elaborate the system and ensure its robustness. The evaluation was made on 50 new texts from the corpus (these texts have not been used during the elaboration of the extraction patterns). Each text is considered to produce one template. The result is compared with the results of a hand-tagged collection of text [Chinchor et al., 1993]. The result may be equality, inclusion or fail. The list of actual and expected facts were merged and matched when possible, yielding a list of facts bearing exactly one of the properties mentioned in Figure 1: MISS OVER PART OKOK NONE



values were expected and not found for this object values were found but not expected for this object the expected and actual values match partially the expected and actual values match exactly no values were expected nor found Table 1: evaluation indicators



From these indicators, we can define some equations to evaluate recall and precision in a way close to what is done for Information Retrieval [Van Rijsbergen, 1979]: FOUNDOK = OKOK + NONE FOUND = FOUNDOK + PART + OVER REQ = OKOK + PART + NONE + MISS PRECISION = FOUNDOK/FOUND RECALL = FOUNDOK/REQ The following table shows the results in terms of precision and recall. We differentiate the information obtained by linguistic analysis from the information obtained via the structure of the text.



Structure of the text (1)



Linguistic Analysis (2)



Total



PRECISION



1



0.89



0.94



RECALL



1



0.63



0.78



Table 2: Evaluation results. Column (1) reflects the scores concerning the quality of the information acquisition process from the structure of the text; column (2) the quality of the information acquisition process by linguistic analysis. The date and the location of the event are extracted from the structure of the text and then are evaluated separately. Precision and recall is 1 because of the systematic structuration of these texts, which yields to systematically good results.
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We then evaluate the information obtained by linguistic analysis. The system must give one and only one value for the weapon and the number of victims (injured and death persons). If the number of victims does not correspond to the exact value (PART), we do not consider it as being good. Precision is 0.89. This good result is due to the fact that we are looking for a local information with very constraint extraction patterns. Recall is 0.63. Coverage of the system could be enhanced by the addition of new extraction patterns. Additionally, a larger syntactic analysis combined with the calculation of a logical form would allow parsing beyond modifiers and other complements and would lead to better results.
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Some limitations of the ECRAN system



The fact that MUC systems, developed in research laboratories, are still far from industrial applications in spite of good results is a problem we should have in mind [Wilks (1997)] [Grishman (1997)]. The appropriateness of the systems in relation to user needs is a dimension that must be taken into account during evaluation. Neither our evaluation nor those made in the Message Understanding Conferences focused on this aspect. In this section, we try to point out some limitations of our system that are largely shared with other Information Extraction systems. The named entity recognition is one of the generic tasks identified by the MUC Conferences [MUC-6 (1995)]. This task is particularly useful for economic and strategic intelligence. In these domains, it is important to pinpoint names of persons and firms, dates and location. For some other domains or corpora, named entities are not so much important. For example, contrary to what was found in the MUC-5 corpus concerning terrorism events (1993), the corpus from Le Monde on the same subject has no personality as a victim. Victims are anonymous, sometimes named by their function (Prime Minister, policeman, civilian, …) and almost never by their name. During the experiment on Le Monde corpus, we gave up searching person names given that it was a pointless information for our corpus. It is then maybe necessary to question the architecture of MUC systems and adapt it, according to the task. For example, in our case, the module for named entity recognition is maybe not necessary to analyze terrorism events. On the contrary, we developed a named entity recognition system that can be distributed alone and corresponds to specific industrial needs (economic and strategic intelligence). IE Systems need very homogeneous corpora in order to give accurate results. Texts must have the same genre and must contain the information the system is looking for. During our experiment on the terrorism events, the corpus was established by selecting all the texts indexed by the attentat keyword in Le Monde archive. But then the corpus contains news that do not directly report terrorism events but investigations, judgements, threats, … MUC systems try to extract information from the texts independently from their genre or characteristics. So, if one tries to give non-pertinent texts as input for a system, he will obtain, at best, no answer from the system and, at worse, some noise (information extracted by extraction pattern recognized accidentally). It is then necessary to elaborate, on the one hand, efficient filtering tools and, on the other hand, tools allowing to come back to the text to check the information proposed by the system. We are currently trying to solve this problem by developing intelligent interfaces that allow the end-user to go back from the extracted information to the text only by clicking on a button. This is possible via hypertext links (see below section 5).
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Mixing technologies for IE



One of the main aims of the ECRAN project was to develop portable systems from one domain to another. We examine below several interesting techniques which are needed for
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an efficient corpus-based IE system. The examples are taken from experiments made in the framework of ECRAN and other related research programs. • Efficient pre-filtering tools. Current systems process very homogeneous corpora. These systems must now be integrated in general-purpose applications facing heterogeneous corpora. Some tools like Information Retrieval engines can provide consistent input to IE systems. A tool providing homogeneous semantic classes has been developed for French. This tool takes as input a general dictionary and a sample of the corpus to generate high quality clusters based on an algorithm from A. Luk (1995).



Figure 3: a cluster generated automatically around the notion of bomb Figure 3 presents one of the clusters generated from the terrorism event corpus. These clusters allow to filter texts in relation with some predefined subjects of interest for the end-user [Poibeau (1999)]. From this point of view, the Topic Detection and Tracking program gives an interesting framework, even if it concerns particular events rather than thematically related stories [Allan (1998)]. This program allows to cluster texts from their main topics to offer a homogeneous input to the IE system. The techniques developed also make it possible to detect new subjects in an on-line stream of texts or retrospectively process the corpus. • Semi-automatic definition of extraction patterns. To adapt an IE system to a new corpus, one has to customize the system resources as well as to create new template specifications and template-filling rules. In ECRAN the customization of system resources involves mainly the creation of new extraction patterns to cover the domain (see section 2.1.). In this context, a pattern generator has been developed which generates semiautomatically domain-specific pattern rules [Karkaletsis et al. (1997)]. This tool is based on some measures concerning verb frequency and on specific clustering algorithms. It uses knowledge from outside resources like WordNet and the Longman Dictionary of Contemporary English (LDOCE), so that only an English version is available. Some syntactic schemas are acquired from the corpus and proposed to the end-user via an interface. A simple mechanism allows then to go from this corpus-based analysis to some more abstract rules which are able to recognize pertinent complex expressions through the 7



text, including syntactic transformations. Experiments have been done on a financial corpus, showing that about 50% of the entries of the original dictionary could be retrieved. The acquisition of new senses for a given verb is more difficult, simply because these senses can hardly be inferred from the text [Basili et al. (1998)]. This case shows that lexical tuning and definition of extraction patterns cannot be fully automatic: an interaction with the user is still a necessity. Another experiment has been done on the French corpus with a Machine Learning engine, in order to automatically propose semantic classes and related verbs to the end-user. We used the ASIUM system [Faure and Nédellec (1998)] to help the elaboration of the linguistic resources. We estimate that the development of the system took about 15 hours instead of 50 with the previous prototype. Even if the result is impressive, ASIUM is using an unsupervised Machine Learning algorithm: we think other ways have to be explored, in particular the generalization of examples provided by the end-user. This approach should permit to guide the knowledge acquisition process in a very accurate manner [Faure and Poibeau, 2000]. • Hypertext consultation interface. Interfaces of systems are often neglected because they are considered to be outside the scope of research. But recent developments have proven that experts need to have convivial interfaces in order to be able to validate the results produced by NLP systems [Benaki (1997)]. The end-user does need to go back to the text and verify the automatically extracted information. ECRAN has shown that, if people need, in certain strategic domains, to have rapid access to information, they also need to have nearly 100% good results. Since this objective is not realistic for most of current NLP systems, the solution is to be found in user-oriented tools. Markup languages such as SGML and now XML allow these links between information and texts. We developed hypertext interfaces in which the end-user can access the good information from the text itself. For example, by clicking on a company name in a text, a window appears in which the end-user finds useful information about this company, its benefits, its interests in other companies... Clicking on a button in the section “benefits” of this last window allows to go back to the texts speaking of the benefits of this company, etc. We have done some experiments concerning economic intelligence: in this domain, people need to have a rapid access to company and person names, to dates and locations. Named entity recognition tools are then particularly useful. This study revealed that people do not need to extract information from texts as much as they need to have access at a glance to the main information contained in texts. Highlighting texts and linking them via a hypertext consultation interface allows the user to have rapid access to information and check if a text is pertinent or not. These experiments involved end-users from operational units from Thomson-CSF. Their first impression is very positive. Even if this point is particularly difficult to evaluate because it deals with ergonomy, people say they gain time in having an integrated interface allowing to check quickly the weight of an information for their task.
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Conclusion



We have presented some limitations of current IE systems, from our experience in the ECRAN project. We have seen that, in spite of good results, systems must evolve. They must be integrated to other NLP tools providing intelligent access to text by an interaction with the end-user. In addition, they must be portable and adaptable to new domains and user requirements. We examined some new trends that are essentially corpus-oriented. Traditional “MUC systems” were based on a very local analysis in reaction to understanding systems from 8



the eighties. These systems were processing the whole text: this strategy was leading to local errors that were crucial for the task. However, more recent research, especially in the field of corpus linguistics, revealed that corpus analysis help to bring out the specific linguistic characteristics of a given corpus. By corpus analysis, we mean a method able to capture some information disseminated through the text and break the traditionally local analysis provided by current Information extraction systems (including, for a large part, the ECRAN system). The use of machine learning and stochastic methods in the IE field is the sign that this new dimension is now widely taken into account. These technologies provide some means for an assisted acquisition of domain-specific knowledge, which was until recently a time-consuming task. Topic Detection is a means to extract pertinent pieces of text from a corpus, Lexical Tuning to adapt resources to the corpus and Intelligent Interfaces to control the results provided by the system. Thus, we should see, in the near future, systems based on IE techniques, which will be able to answer to very specific questions coming from the end-user.
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