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a b s t r a c t Nonlinear ﬁltering techniques have recently become very popular in the ﬁeld of signal processing. In this study we have considered the modeling of nonlinear systems using adaptive nonlinear Volterra ﬁlters and bilinear polynomial ﬁlters. The performance evaluation of these nonlinear ﬁlter models for the problem of nonlinear system identiﬁcation has been carried out for several random input excitations and for measurement noise corrupted output signals. The coefﬁcients of the two candidate ﬁlter models for are designed using several well known adaptive algorithms, such as least mean squares (LMS), recursive least squares (RLS), least mean p-norm (LMP), normalized LMP (NLMP), least mean absolute deviation (LMAD) and normalized LMAD (NLMAD) algorithms. Detailed simulation studies have been carried out for comparative analysis of Volterra model and bilinear polynomial ﬁlter, using these candidate adaptation algorithms, for system identiﬁcation tasks and the superior solutions are determined. Ó 2011 Elsevier Ltd. All rights reserved.



1. Introduction Traditionally many problems in the statistical and adaptive signal processing ﬁeld have been studied based on adaptive linear ﬁltering techniques. However speciﬁc applications that encounter signiﬁcant nonlinearities, such as problems in telecommunications, image processing, in geophysical and biomedical signal processing [1], cannot be solved with full degree of satisfaction using the traditional ﬁltering techniques. Recent advances in the computing capabilities and the greater need to tackle the nonlinearities in problems has generated interest in the investigation and research on the development of information-theoretic signal processing techniques. In recent times, several nonlinear ﬁltering techniques have come into prominence which are speciﬁcally aimed at solving such nonlinear signal processing problems. The use of non-
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linear models in the system design has been a recent trend and the Volterra series has recently been widely used as a nonlinear system modeling tool with considerable success. However, at present, there is no existing general method to calculate the Volterra kernels for nonlinear systems, although they can be calculated for systems whose order is known and ﬁnite [2]. When the order of a nonlinear system order is unknown, adaptive methods and algorithms are widely used for the Volterra kernel estimation. The accuracy of the Volterra kernels will determine the accuracy of the system model and, hence, the accuracy of the inverse system used for compensation. The speed of kernel estimation process is another important factor to be considered. A fast kernel estimation method may allow the user to construct a higher order model that gives a more accurate system representation. There are two important properties of the Volterra ﬁlter that can further account for the attention paid to such nonlinear structures. One important property relies on the fact that the output of a Volterra ﬁlter depends linearly on the coefﬁcients of the ﬁlter itself. In other words, the Volterra
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ﬁlter may be interpreted as extensions of linear ﬁlters to the nonlinear case. Therefore, many linear ﬁlters with the corresponding adaptive algorithms can be logically extended to the polynomial ﬁlters. Moreover, this characteristic can be largely used to analyze quadratic ﬁlters, to ﬁnd new implementations, etc. Another interesting property results from the representation of the nonlinearity by means of multidimensional operators working on products of input samples. Such characteristic enables for the description of the ﬁlter behavior in the frequency domain by means of one type of multidimensional convolution [1,3]. The main disadvantage of using Volterra model is that it requires a large number of multidimensional coefﬁcients to accurately model a nonlinear system. This makes the Volterra model computationally intensive and complex. Therefore the computational burden increases exponentially with the increase in the order of the nonlinearity, making it prohibitive for many practical applications [2,4,5]. Hence, in many practical situations, a truncated Volterra series is utilized to model a system/ﬁlter characteristic with nonlinearities and the most popular Volterra model is the second order Volterra (SOV) system/ﬁlter which can successfully model a nonlinear system with acceptable errors [6]. However, the computational complexity involved with a SOV series representing an SOV ﬁlter/system is of the order of O (N2) and this heavy computational burden and weak nonlinear approximation because of truncation up to only second order can be improved upon with the introduction of feedback paths. Such polynomial ﬁlter models are called bilinear polynomial model and they can be efﬁciently employed as feedback nonlinear system models to overcome the limitations of the SOV ﬁlter models [7,8]. The present work performs a detailed comparative study of the system identiﬁcation problem for nonlinear plants, employing SOV ﬁlter and bilinear polynomial ﬁlter (BPF) based models. The problem is considered for complex situations where a variety of random signals are considered as plant excitations and the system output is considered to be corrupted with measurement noise. Several candidate adaptation algorithms like LMS, RLS, LMP, NLMP, LMAD and NLMAD algorithms are employed to adapt the SOV and BPF ﬁlter coefﬁcients for the system identiﬁcation problems at hand. Finally the best adaptation algorithm is determined on the basis of which the relative performances of SOV and BPF ﬁlter are systematically weighed.



Fig. 1. Nonlinear system identiﬁcation model.
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Here woi(l1, l2, . . . , li), i = 0, 1, 2, . . ., 1 constitute the coefﬁcients of the Volterra series model for the ith order kernel. Although this system possesses great ﬂexibility of approximating great many nonlinear models of arbitrary order, the computational complexity involved in realizing such a system is enormous and the practical implementation of such an ideal series is almost impossible. Hence, for all practical purposes, it is known to be sufﬁcient to use a truncated version of this model, called second order Volterra (SOV) model, which considers only up to the second order kernels. This truncation is capable of providing attractive practical solutions and yet, at the same time, the system identiﬁcation accuracy usually remains within acceptable range. A popular mathematical expression for the truncated SOV ﬁlter [9], which essentially follows from (1), is given by:
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2. Adaptive polynomial ﬁlter Let us ﬁrst describe the general theory involved in adaptive polynomial ﬁlters used for nonlinear system identiﬁcation problem. The nonlinear system identiﬁcation model is shown in ﬁg.1[9]. In this work we concentrate on truncated second order Volterra (SOV) ﬁlters and bilinear polynomial (BPF) ﬁlters. In its ideal form, the Volterra series model, used for nonlinear systems, can be represented in the following inﬁnite series form [6]:



where h0(n), hk(n) and hk1 ;k2 ðnÞ are constant, ﬁrst and second-order kernels, respectively. Here N denotes the system memory size. In matrix form, (1) can be written as follows:



yðnÞ ¼ HT ðnÞXðnÞ



ð3Þ



where T denotes the transpose operator of a vector. Here H(n) comprises the SOV ﬁlter coefﬁcients corresponding to the Zero-order, ﬁrst-order and second-order kernels.



Th. Suka Deba Singh, A. Chatterjee / Measurement 44 (2011) 1915–1923



X(n) represents the expansion of the input signal in terms of constant, single terms and cross-product terms. (2) shows how SOV ﬁlter creates a weighted linear combination of the entries in the expanded X(n) vector. Each of the H(n) and X(n) vectors is of length L ¼ 1 þ N þ NðNþ1Þ . 2 Here
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Algorithm 2. Volterra RLS algorithm:



HðnÞ ¼ ½h0 ðnÞ; h1 ðnÞ; . . . ; hN ðnÞ; h0;0 ðnÞ; . . . ; hN1 ; hN1 ðnÞT



ð4Þ



XðnÞ ¼ ½1; xðnÞ; . . . ; xðn  N þ 1Þ; x2 ðnÞ; . . . ; x2 ðn  N þ 1ÞT



ð5Þ



Let us now consider that the output d(n) of the unknown nonlinear system from Fig. 1 is corrupted by white Gaussian noise v(n). The measurement noise is assumed uncorrelated to the system output. Hence the ac^ðnÞ ¼ dðnÞ þ v ðnÞ. Hence the error tual system output, y signal e(n) is the difference between the actual output ^ðnÞ and the output y(n) determined by the SOV ﬁlter/ y system.



^ðnÞ  yðnÞ eðnÞ ¼ y



ð6Þ



A system identiﬁcation problem essentially deals with suitable determination of the ﬁlter coefﬁcient vector H(n), such that this error vector e(n), comprising error signals in system identiﬁcation at different sampling instances n, is minimized in statistical or minimum mean square error (MMSE) sense or in least square error (LSE) sense. In this work, we concentrate on studying several adaptation algorithms that can be suitably employed to adapt H(n) in an iterative fashion. For this purpose we consider adaptation algorithms based on least mean squares (LMS) algorithm[9], recursive least squares (RLS) algorithm [6,10], least mean p-norm (LMP) algorithm [11], normalized LMP algorithm [12], least mean absolute deviation (LMAD) algorithm [11], and normalized LMAD algorithm [13]. Algorithms 1–4 describe these adaptation algorithms. Algorithm 1. Volterra LMS algorithm:



Here l(0 < l < 1) is step size of the learning rate.



Algorithm 3. Volterra LMP and LMAD algorithm:



p represents p-norm which is appropriately chosen. When p is chosen as 1, the LMP algorithm is called least mean absolute deviation (LMAD) algorithms and it has the following update equation



Hðn þ 1Þ ¼ HðnÞ þ l:signðeðnÞÞXðnÞ



Algorithm 4. Volterra NLMP and NLMAD algorithm:



ð10Þ
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When p is chosen as 1, NLMP algorithm is called Normalized LMD (NLMAD) algorithm and it has the following update equation



Hðn þ 1Þ ¼ HðnÞ þ l



signðeðnÞÞ XðnÞ kXðnÞk1 þ k



Algorithm 5. Bilinear LMS algorithm:



ð12Þ



As mentioned earlier, bilinear polynomial ﬁlters are utilized as efﬁcient alternatives to SOV ﬁlers [5,14]. The input output relation of a one-dimensional ﬁlter can be represented as [9]:
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where N1 and N2 are the orders of forward and recursion respectively. In matrix form (9) can be written as follows:



yðnÞ ¼ AT ðnÞX A ðnÞ þ BT ðnÞX B ðnÞ þ C T ðnÞX C ðnÞ



ð14Þ



where A(n) is the feedforward coefﬁcient vector of length N1, given as:



AðnÞ ¼ ½a0 ðnÞ; a1 ðnÞ; . . . ; aN1 1 ðnÞT



ð15Þ



The corresponding input signal vector XA(n) comprises original signal samples given as:



X A ðnÞ ¼ ½xðnÞ; xðn  1Þ; . . . ; xðn  N1 þ 1ÞT



ð16Þ



The extended signal vector comprising cross-multiplication terms and the associated ﬁlter coefﬁcient is given as:



X B ðnÞ ¼ ½xðnÞyðn  1Þ; xðnÞyðn  2Þ; . . . ; xðn  N 1 þ 1Þ yðn  N2 ÞT



ð17Þ T



BðnÞ ¼ ½b0;1 ðnÞ; b0;2 ðnÞ; . . . ; bN1 1 ; N2 ðnÞ



ð18Þ



The feedback signal vector XC(n), comprising signal samples y(n), and the associated feedback coefﬁcient vector, each of length N2 is given as:



X C ðnÞ ¼ ½yðn  1Þ; yðn  2Þ; . . . ; yðn  N2 ÞT CðnÞ ¼ ½c1 ðnÞ; c2 ðnÞ; . . . ; cN2 ðnÞ



T



ð19Þ ð20Þ



The coefﬁcient vectors A(n), B(n) and C(n) of the bilinear polynomial ﬁlter can be updated by using different adaptive algorithms mention before. The update equations for different adaptive algorithms i.e. LMS, RLS, LMP, NLMP, LMAD and NLMAD algorithms are obtained using the equations deﬁned in 7–8 and appropriately modifying them to obtain A(n), B(n) and C(n) for bilinear ﬁlters, iteratively. Algorithms 5–8 show these adaptation algorithms for bilinear ﬁlters.



Algorithm 6. Bilinear RLS algorithm:
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When p is chosen as 1, as discussed before, NLMP algorithm is called Normalized LMAD (NLMAD) algorithm and it has the following update equations:



Algorithm 7. Bilinear LMP and LMAD algorithm:
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3. Simulation results In this section, extensive simulation studies are carried out to study the performance of SOV and BPF models in nonlinear system identiﬁcation problems for different adaptation algorithms discussed before. All simulations reported are performed in MatlabÒ platform. Firstly the performances of the BPF and the SOV ﬁlters in terms of convergence speed, and steady state error for different adaption algorithms are presented. In the second simulation part, the best performing adaptation algorithm is chosen from the ﬁrst set of simulation study and it is used for the comparative analysis of SOV and BPF models. The unknown system models under consideration are as follows [9]: When p is chosen as 1, as discussed before, the LMP algorithm is called least mean absolute deviation (LMAD) algorithm and it has the following update equation



Aðn þ 1Þ ¼ AðnÞ þ lA signðeðnÞÞX A ðnÞ
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Algorithm 8. Bilinear NLMP and NLMAD algorithm:



dðnÞ ¼



dðn  1Þ 2



1 þ d ðn  1Þ



þ x2 ðnÞ



ð39Þ



where d(n) is the output signal of the unknown system, and x(n) is the input signal. The output signal of the unknown, nonlinear plant is corrupted with a zero-mean, white Gaussian noise v(n). This measurement noise is assumed uncorrelated with input signal x(n) and, hence, uncorrelated to the output of the unknown plant, excited by x(n). The input signal to measurement noise ratio is chosen to be 20 dB. Here, we have considered the three different types of input signals implemented in [9]: (i) the random sequences (ii) the white Gaussian sequences and (iii) the colored sequences, respectively. Moreover, the range of three input signals is limited in (0, 0.1). In accordance with [9], the number of SOV input signals is set as M = 10 and the lengths of the feedforward and feedback signals of BPF are set as N1 = 7 and N2 = 6, respectively. In the simulation, we selected 5000 iterations for each case. By running 5000 iterations for each case, with 200 independent experiments, the averaging experimental results are presented in each case. The performance criterion chosen for comparing these adaptation algorithms is in terms of mean square error (MSE). Example 1. In this example, a random sequence is employed as input signal. In [9], the SOV-LMS ﬁlter was implemented with the learning rate l set as 0.1 and the BPFLMS system was implemented with each learning rate chosen as l = 0.2. Accordingly, in our works, each of the SOVLMS, SOV-LMP, SOV-LMAD, SOV-NLMP and SOV-NLMAD algorithms is employed with the learning rate l set as 0.1. Similarly, each of the bilinear-LMS, bilinear-LMP, bilinearLMAD, bilinear-NLMP and bilinear-NLMAD algorithms is
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Fig. 2. Comparison of MSE for SOV ﬁlter based system identiﬁcation (input signal x(n): random sequence).



Fig. 3. Comparison of MSE for BPF ﬁlter based system identiﬁcation (input signal x(n): random sequence).



Fig. 4. Comparison of MSE for SOV ﬁlter based system identiﬁcation (input signal x(n): white Gaussian sequence).



Fig. 5. Comparison of MSE for BPF ﬁlter based system identiﬁcation (input signal x(n): white Gaussian sequence).



employed with each learning rate l set as 0.2. The comparison of convergence behavior for input random noise for different adaptation algorithms as applied in SOV ﬁlter and BPF model based system identiﬁcation is shown in the Figs. 2 and 3 respectively. One can see that the RLS algorithm produced the best result for both SOV and BPF models, in the long run. In case of SOV model, NLMAD and LMAD algorithms produced steep reduction of MSE in initial iterations, compared to all other algorithms, but in the steady-state performance RLS algorithm was able to comfortably beat them. For BPF models, RLS algorithm also showed both satisfactory initial and steady state performances. Example 2. Assuming that the input of an unknown plant is mean-zero white Gaussian noise with variance one, we ^ðnÞ of the unknown system. obtain the actual output y The comparison of MSE for this system identiﬁcation problem using SOV and BPF models, with different adaptation algorithms, is shown in Figs. 4 and 5 respectively. In these systems also, RLS algorithm emerged as the best algorithm in providing superior steady-state performance with satisfactory initial performances.



Fig. 6. Comparison of MSE for SOV ﬁlter based system identiﬁcation (input signal x(n): colored sequence). (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
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Fig. 7. Comparison of MSE for BPF ﬁlter based system identiﬁcation (input signal x(n): colored sequence). (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
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Fig. 8c. Comparison of MSE between SOV model and BPF model based system identiﬁcation using RLS algorithm with input colored sequence (for input signal to measurement noise ratio as 20 dB). (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)



Example 3. The colored sequence for the input signal is generated using an AR model:



xðnÞ ¼ 1:79xðn  1Þ  1:85xðn  2Þ þ 1:27xðn  3Þ  0:41xðn  4Þ þ uðnÞ



ð24Þ



Fig. 8a. Comparison of MSE between SOV model and BPF model based system identiﬁcation using RLS algorithm with input random sequence (for input signal to measurement noise ratio as 20 dB).



where u(n) is normally distributed N (0,1). The comparison of convergence performance for input colored sequence for different adaptive algorithms, as applied in SOV ﬁlter and BPF model based system identiﬁcation, are shown in Figs. 6 and 7 respectively. These experiments further strengthen our previous ﬁnding that, although, in certain situations, LMAD and NLMAD algorithms show best initial performances, but the RLS algorithm was consistently able to produce the best steady-state performances for both types of nonlinear ﬁlter models chosen, under different types of input signal sequence excitations. Also the convergence



Fig. 8b. Comparison of MSE between SOV model and BPF model based system identiﬁcation using RLS algorithm with input white Gaussain sequence (for input signal to measurement noise ratio as 20 dB).



Fig. 9a. Comparison of MSE between SOV model and BPF model based system identiﬁcation using RLS algorithm with input random sequence (for input signal to measurement noise ratio as 10 dB).
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Fig. 9b. Comparison of MSE between SOV model and BPF model based system identiﬁcation using RLS algorithm with input white Gaussain sequence (for input signal to measurement noise ratio as 10 dB).



Fig. 9c. Comparison of MSE between SOV model and BPF model based system identiﬁcation using RLS algorithm with input colored sequence (for input signal to measurement noise ratio as 10 dB). (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)



Fig. 10a. Comparison of MSE between SOV model and BPF model based system identiﬁcation using RLS algorithm with input random sequence (for input signal to measurement noise ratio as 30 dB).



Fig. 10b. Comparison of MSE between SOV model and BPF model based system identiﬁcation using RLS algorithm with input white Gaussain sequence (for input signal to measurement noise ratio as 30 dB).



performances of LMAD and NLMAD algorithms were found better than corresponding LMP and NLMP algorithms. From the result of the ﬁrst part of the simulation study, we chose RLS update algorithm as the best candidate update algorithm and in the next study we carried the comparative analysis of SOV and BPF models using RLS algorithms as their update equations. The result of this simulation is presented in Figs. (8–10), for three types of input signal excitation x(n) chosen, and for three different values of input signal to measurement noise ratio. One can observe from Fig. 8a–c, Fig. 9a–c and Fig. 10a–c that the convergence rate of BPF model is faster than SOV model and the mean square error is also less in BPF model compared to SOV model, in the steady-state situation. The transient performance of BPF model is also much more satisfactory than corresponding SOV model. The performance improvement for BPF models compared to SOV models become more signiﬁcant for higher values of SNR.



Fig. 10c. Comparison of MSE between SOV model and BPF model based system identiﬁcation using RLS algorithm with input colored sequence (for input signal to measurement noise ratio as 30 dB). (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
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4. Conclusion In this work we have studied the nonlinear system identiﬁcation problem, employing two well known nonlinear ﬁlter models, the nonlinear Volterra model and bilinear polynomial ﬁlter model. A systematic, comparative study was carried out to compare system identiﬁcation performance, in terms of steady-state mean square error and transient performances, employing several adaptation algorithms, e.g. LMS, RLS, LMP, NLMP, LMAD and NLMAD algorithms. These performances were studied in an extensive manner for a variety of input signals used as excitation for unknown nonlinear plants, whose output is assumed to be corrupted with measurement noise. The ﬁnal conclusion that could be drawn was that RLS algorithm emerged as the consistent, superior performer as an adaptation algorithm and BPF model could produce better accurate system identiﬁcation result compared to SOV ﬁlter. However it should be noted that this enhanced performance is achieved at the cost of additional computation burden as, for the same order chosen, BPF model is more complex than SOV model. There has been several popular system models proposed in the last decade or so, for solving such nonlinear system identiﬁcation problems e.g. systems using Wiener and Hammerstein models that can be effectively used for modeling nonlinearities [15,16]. However, the objective of the present work was to conﬁne ourselves to study the suitability of SOV ﬁlter and BPF based models for this class of problems. Very often, an end user gets confused in choosing a suitable adaptation algorithm for ﬁlters used for such system identiﬁcation purposes. Our present work focused on making a systematic study of several popular adaptation algorithms for these SOV and BPF based models for system identiﬁcation tasks and attempted to suggest the most suitable adaptation algorithm (s) that should be tried ﬁrst in solving similar problems in real practice. The



1923
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