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Preface



This volume is a spin-off edition derived from Signal and Image Processing for Remote Sensing. It presents more advanced topics of image processing in remote sensing than similar books in the area. The topics of image modeling, statistical image classifiers, change detection, independent component analysis, vertex component analysis, image fusion for better classification or segmentation, 2-D time series modeling, neural network classifications, etc. are examined in this volume. Some unique topics like accuracy assessment and information-theoretic measure of multiband images are presented. An emphasis is placed on the issues with synthetic aperture radar (SAR) images in many chapters. Continued development on imaging sensors always presents new opportunities and challenges on image processing for remote sensing. The hyperspectral imaging sensor is a good example here. We believe this volume not only presents the most upto-date developments of image processing for remote sensing but also suggests to readers the many challenging problems ahead for further study. Original Preface from Signal and Image Processing for Remote Sensing Both signal processing and image processing have been playing increasingly important roles in remote sensing. While most data from satellites are in image forms and thus image processing has been used most often, signal processing can contribute significantly in extracting information from the remotely sensed waveforms or time series data. In contrast to other books in this field which deal almost exclusively with the image processing for remote sensing, this book provides a good balance between the roles of signal processing and image processing in remote sensing. The book covers mainly methodologies of signal processing and image processing in remote sensing. Emphasis is thus placed on the mathematical techniques which we believe will be less changed as compared to sensor, software and hardware technologies. Furthermore, the term ‘‘remote sensing’’ is not limited to the problems with data from satellite sensors. Other sensors which acquire data remotely are also considered. Thus another unique feature of the book is the coverage of a broader scope of the remote sensing information processing problems than any other book in the area. The book is divided into two parts [now published as separate volumes under the following titles]. Part I, Signal Processing for Remote Sensing, has 12 chapters and Part II [comprising the present volume], Image Processing for Remote Sensing, has 16 chapters. The chapters are written by leaders in the field. We are very fortunate, for example, to have Dr. Norden Huang, inventor of the Huang–Hilbert transform, along with Dr. Steven Long, to write a chapter on the application of the transform to remote sensing problem, and Dr. Enders A. Robinson, who has made many major contributions to geophysical signal processing for over half a century, to write a chapter on the basic problem of constructing seismic images by ray tracing. In Part I, following Chapter 1 by Drs. Long and Huang, and my short Chapter 2 on the roles of statistical pattern recognition and statistical signal processing in remote sensing, we start from a very low end of the electromagnetic spectrum. Chapter 3 considers the classification of infrasound at a frequency range of 0.001 Hz to 10 Hz by using a parallel bank neural network classifier and a 11-step feature selection process. The >90% correct classification rate is impressive for this kind of remote sensing data. Chapter 4 through
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Chapter 6 deal with seismic signal processing. Chapter 4 provides excellent physical insights on the steps for construction of digital seismic images. Even though the seismic image is an image, this chapter is placed in Part I as seismic signals start as waveforms. Chapter 5 considers the singular value decomposition of a matrix data set from scalarsensors arrays, which is followed by independent component analysis (ICA) step to relax the unjustified orthogonality constraint for the propagation vectors by imposing a stronger constraint of fourth-order independence of the estimated waves. With an initial focus of the use of ICA in seismic data and inspired by Dr. Robinson’s lecture on seismic deconvolution at the 4th International Symposium, 2002, on Computer Aided Seismic Analysis and Discrimination, Mr. Zhenhai Wang has examined approaches beyond ICA for improving seismic images. Chapter 6 is an effort to show that factor analysis, as an alternative to stacking, can play a useful role in removing some unwanted components in the data and thereby enhancing the subsurface structure as shown in the seismic images. Chapter 7 on Kalman filtering for improving detection of landmines using electromagnetic signals, which experience severe interference, is another remote sensing problem of higher interest in recent years. Chapter 8 is a representative time series analysis problem on using meteorological and remote sensing indices to monitor vegetation moisture dynamics. Chapter 9 actually deals with the image data for digital elevation model but is placed in Part I mainly because the prediction error (PE) filter is originated from the geophysical signal processing. The PE filter allows us to interpolate the missing parts of an image. The only chapter that deals with the sonar data is Chapter 10, which shows that a simple blind source separation algorithm based on the second-order statistics can be very effective to remove reverberations in active sonar data. Chapter 11 and Chapter 12 are excellent examples of using neural networks for retrieval of physical parameters from the remote sensing data. Chapter 12 further provides a link between signal and image processing as the principal component analysis and image sharpening tools employed are exactly what are needed in Part II. With a focus on image processing of remote sensing images, Part II begins with Chapter 13 [Chapter 1 of the present volume] that is concerned with the physics and mathematical algorithms for determining the ocean surface parameters from synthetic aperture radar (SAR) images. Mathematically Markov random field (MRF) is one of the most useful models for the rich contextual information in an image. Chapter 14 [now Chapter 2] provides a comprehensive treatment of MRF-based remote sensing image classification. Besides an overview of previous work, the chapter describes the methodological issues involved and presents results of the application of the technique to the classification of real (both single-date and multitemporal) remote sensing images. Although there are many studies on using an ensemble of classifiers to improve the overall classification performance, the random forest machine learning method for classification of hyperspectral and multisource data as presented in Chapter 15 [now Chapter 3] is an excellent example of using new statistical approaches for improved classification with the remote sensing data. Chapter 16 [now Chapter 4] presents another machine learning method, AdaBoost, to obtain robustness property in the classifier. The chapter further considers the relations among the contextual classifier, MRF-based methods, and spatial boosting. The following two chapters are concerned with different aspects of the change detection problem. Change detection is a uniquely important problem in remote sensing as the images acquired at different times over the same geographical area can be used in the areas of environmental monitoring, damage management, and so on. After discussing change detection methods for multitemporal SAR images, Chapter 17 [now Chapter 5] examines an adaptive scale–driven technique for change detection in medium resolution SAR data. Chapter 18 [now Chapter 6] evaluates the Wiener filter-based method,
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Mahalanobis distance, and subspace projection methods of change detection, with the change detection performance illustrated by receiver operating characteristics (ROC) curves. In recent years, ICA and related approaches have presented many new potentials in remote sensing information processing. A challenging task underlying many hyperspectral imagery applications is decomposing a mixed pixel into a collection of reflectance spectra, called endmember signatures, and the corresponding abundance fractions. Chapter 19 [now Chapter 7] presents a new method for unsupervised endmember extraction called vertex component analysis (VCA). The VCA algorithms presented have better or comparable performance as compared to two other techniques but require less computational complexity. Other useful ICA applications in remote sensing include feature extraction, and speckle reduction of SAR images. Chapter 20 [now Chapter 8] presents two different methods of SAR image speckle reduction using ICA, both making use of the FastICA algorithm. In two-dimensional time series modeling, Chapter 21 [now Chapter 9] makes use of a fractionally integrated autoregressive moving average (FARIMA) analysis to model the mean radial power spectral density of the sea SAR imagery. Long-range dependence models are used in addition to the fractional sea surface models for the simulation of the sea SAR image spectra at different sea states, with and without oil slicks at low computational cost. Returning to the image classification problem, Chapter 22 [now Chapter 10] deals with the topics of pixel classification using Bayes classifier, region segmentation guided by morphology and split-and-merge algorithm, region feature extraction, and region classification. Chapter 23 [now Chapter 11] provides a tutorial presentation of different issues of data fusion for remote sensing applications. Data fusion can improve classification and for the decision level fusion strategies, four multisensor classifiers are presented. Beyond the currently popular transform techniques, Chapter 24 [now Chapter 12] demonstrates that Hermite transform can be very useful for noise reduction and image fusion in remote sensing. The Hermite transform is an image representation model that mimics some of the important properties of human visual perception, namely local orientation analysis and the Gaussian derivative model of early vision. Chapter 25 [now Chapter 13] is another chapter that demonstrates the importance of image fusion to improving sea ice classification performance, using backpropagation trained neural network and linear discrimination analysis and texture features. Chapter 26 [now Chapter 14] is on the issue of accuracy assessment for which the Bradley–Terry model is adopted. Chapter 27 [now Chapter 15] is on land map classification using support vector machine, which has been increasingly popular as an effective classifier. The land map classification classifies the surface of the Earth into categories such as water area, forests, factories or cities. Finally, with lossless data compression in mind, Chapter 28 [now Chapter 16] focuses on information-theoretic measure of the quality of multi-band remotely sensed digital images. The procedure relies on the estimation of parameters of the noise model. Results on image sequences acquired by AVIRIS and ASTER imaging sensors offer an estimation of the information contents of each spectral band. With rapid technological advances in both sensor and processing technologies, a book of this nature can only capture certain amount of current progress and results. However, if past experience offers any indication, the numerous mathematical techniques presented will give this volume a long lasting value. The sister volumes of this book are the other two books edited by myself. One is Information Processing for Remote Sensing and the other is Frontiers of Remote Sensing Information Processing, both published by World Scientific in 1999 and 2003, respectively. I am grateful to all contributors of this volume for their important contribution and,
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in particular, to Dr. J.S. Lee, S. Serpico, L. Bruzzone and S. Omatu for chapter contributions to all three volumes. Readers are advised to go over all three volumes for a more complete information on signal and image processing for remote sensing. C. H. Chen
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1.1



Introduction



Selected methods that use synthetic aperture radar (SAR) image data to remotely sense ocean surfaces are described in this chapter. Fully polarimetric SAR radars provide much more usable information than conventional single-polarization radars. Algorithms, presented here, to measure directional wave spectra, wave slopes, wave–current interactions, and current-driven surface features use this additional information. Polarimetric techniques that measure directional wave slopes and spectra with data collected from a single aircraft, or satellite, collection pass are described here. Conventional single-polarization backscatter cross-section measurements require two orthogonal passes and a complex SAR modulation transfer function (MTF) to determine vector slopes and directional wave spectra. The algorithm to measure wave spectra is described in Section 1.2. In the azimuth (flight) direction, wave-induced perturbations of the polarimetric orientation angle are used to sense the azimuth component of the wave slopes. In the orthogonal range direction, a technique involving an alpha parameter from the well-known Cloude–Pottier ) polarimetric decomposition theorem is entropy/anisotropy/averaged alpha (H/A/ used to measure the range slope component. Both measurement types are highly sensitive to ocean wave slopes and are directional. Together, they form a means of using polarimetric SAR image data to make complete directional measurements of ocean wave slopes and wave slope spectra. NASA Jet Propulsion Laboratory airborne SAR (AIRSAR) P-, L-, and C-band data obtained during flights over the coastal areas of California are used as wave-field examples. Wave parameters measured using the polarimetric methods are compared with those obtained using in situ NOAA National Data Buoy Center (NDBC) buoy products. In a second topic (Section 1.3), polarization orientation angles are used to remotely sense ocean wave slope distribution changes caused by ocean wave–current interactions. The wave–current features studied include surface manifestations of ocean internal waves and wave interactions with current fronts. A model [1], developed at the Naval Research Laboratory (NRL), is used to determine the parametric dependencies of the orientation angle on internal wave current, windwave direction, and wind-wave speed. An empirical relation is cited to relate orientation angle perturbations to the underlying parametric dependencies [1]. A third topic (Section 1.4) deals with the detection and classification of biogenic slick fields. Various techniques, using the Cloude–Pottier decomposition and Wishart classifier, are used to classify the slicks. An application utilizing current-driven ocean features, marked by slick patterns, is used to map spiral eddies. Finally, a related technique, using the polarimetric orientation angle, is used to segment slick fields from ocean wave slopes.



1.2 1.2.1



Measurement of Directional Slopes and Wave Spectra Single Polarization versus Fully Polarimetric SAR Techniques



SAR systems conventionally use backscatter intensity-based algorithms [2] to measure physical ocean wave parameters. SAR instruments, operating at a single-polarization, measure wave-induced backscatter cross section, or sigma-0, modulations that can be
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developed into estimates of surface wave slopes or wave spectra. These measurements, however, require a parametrically complex MTF to relate the SAR backscatter measurements to the physical ocean wave properties [3]. Section 1.2.3 through Section 1.2.6 outline a means of using fully polarimetric SAR (POLSAR) data with algorithms [4] to measure ocean wave slopes. In the Fourier-transform domain, this orthogonal slope information is used to estimate a complete directional ocean wave slope spectrum. A parametrically simple measurement of the slope is made by using POLSAR-based algorithms. Modulations of the polarization orientation angle, u, are largely caused by waves traveling in the azimuth direction. The modulations are, to a lesser extent, also affected by range traveling waves. A method, originally used in topographic measurements [5], has been applied to the ocean and used to measure wave slopes. The method measures vector components of ocean wave slopes and wave spectra. Slopes smaller than 18 are measurable for ocean surfaces using this method. , described in Ref. An eigenvector or eigenvalue decomposition average parameter  [6], is used to measure wave slopes in the orthogonal range direction. Waves in the range direction cause modulation of the local incidence angle f, which, in turn, changes . The alpha parameter is ‘‘roll-invariant.’’ This means that it is not affected the value of  by slopes in the azimuth direction. Likewise, for ocean wave measurements, the orientation angle u parameter is largely insensitive to slopes in the range direction. An , u) is, therefore, capable of measuring slopes in any algorithm employing both ( direction. The ability to measure a physical parameter in two orthogonal directions within an individual resolution cell is rare. Microwave instruments, generally, must have a two-dimensional (2D) imaging or scanning capability to obtain information in two orthogonal directions. Motion-induced nonlinear ‘‘velocity-bunching’’ effects still present difficulties for wave measurements in the azimuth direction using POLSAR data. These difficulties are dealt with by using the same proven algorithms [3,7] that reduce nonlinearities for singlepolarization SAR measurements.



1.2.2



Single-Polarization SAR Measurements of Ocean Surface Properties



SAR systems have previously been used for imaging ocean features such as surface waves, shallow-water bathymetry, internal waves, current boundaries, slicks, and ship wakes [8]. In all of these applications, the modulation of the SAR image intensity by the ocean feature makes the feature visible in the image [9]. When imaging ocean surface waves, the main modulation mechanisms have been identified as tilt modulation, hydrodynamic modulation, and velocity bunching [2]. Tilt modulation is due to changes in the local incidence angle caused by the surface wave slopes [10]. Tilt modulation is strongest for waves traveling in the range direction. Hydrodynamic modulation is due to the hydrodynamic interactions between the long-scale surface waves and the short-scale surface (Bragg) waves that contribute most of the backscatter at moderate incidence angles [11]. Velocity bunching is a modulation process that is unique to SAR imaging systems [12]. It is a result of the azimuth shifting of scatterers in the image plane, owing to the motion of the scattering surface. Velocity bunching is the highest for azimuth traveling waves. In the past, considerable effort had gone into retrieving quantitative surface wave information from SAR images of ocean surface waves [13]. Data from satellite SAR missions, such as ERS 1 and 2 and RADARSAT 1 and 2, had been used to estimate surface wave spectra from SAR image information. Generally, wave height and wave
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slope spectra are used as quantitative overall descriptors of the ocean surface wave properties [14]. Over the years, several different techniques have been developed for retrieving wave spectra from SAR image spectra [7,15,16]. Linear techniques, such as those having a linear MTF, are used to relate the wave spectrum to the image spectrum. Individual MTFs are derived for the three primary modulation mechanisms. A transformation based on the MTF is used to retrieve the wave spectrum from the SAR image spectrum. Since the technique is linear, it does not account for any nonlinear processes in the modulation mechanisms. It has been shown that SAR image modulation is nonlinear under certain ocean surface conditions. As the sea state increases, the degree of nonlinear behavior generally increases. Under these conditions, the linear methods do not provide accurate quantitative estimates of the wave spectra [15]. Thus, the linear transfer function method has limited utility and can be used as a qualitative indicator. More accurate estimates of wave spectra require the use of nonlinear inversion techniques [15]. Several nonlinear inversion techniques have been developed for retrieving wave spectra from SAR image spectra. Most of these techniques are based on a technique developed in Ref. [7]. The original method used an iterative technique to estimate the wave spectrum from the image spectrum. Initial estimates are obtained using a linear transfer function similar to the one used in Ref. [15]. These estimates are used as inputs in the forward SAR imaging model, and the revised image spectrum is used to iteratively correct the previous estimate of the wave spectra. The accuracy of this technique is dependent on the specific SAR imaging model. Improvements to this technique [17] have incorporated closed-form descriptions of the nonlinear transfer function, which relates the wave spectrum to the SAR image spectrum. However, this transfer function also has to be evaluated iteratively. Further improvements to this method have been suggested in Refs. [3,18]. In this method, a cross-spectrum is generated between different looks of the same ocean wave scene. The primary advantage of this method is that it resolves the 1808 ambiguity [3,18] of the wave direction. This method also reduces the effects of speckle in the SAR spectrum. Methods that incorporate additional a posteriori information about the wave field, which improves the accuracy of these nonlinear methods, have also been developed in recent years [19]. In all of the slope-retrieval methods, the one nonlinear mechanism that may completely destroy wave structure is velocity bunching [3,7]. Velocity bunching is a result of moving scatterers on the ocean surface either bunching or dilating in the SAR image domain. The shifting of the scatterers in the azimuth direction may, in extreme conditions, result in the destruction of the wave structure in the SAR image. SAR imaging simulations were performed at different range-to-velocity (R/V) ratios to study the effect of velocity bunching on the slope-retrieval algorithms. When the (R/V) ratio is artificially increased to large values, the effects of velocity bunching are expected to destroy the wave structure in the slope estimates. Simulations of the imaging process for a wide range of radar-viewing conditions indicate that the slope structure is preserved in the presence of moderate velocity-bunching modulation. It can be argued that for velocity bunching to affect the slope estimates, the (R/V) ratio has to be significantly larger than 100 s. The two data sets discussed here are designated ‘‘Gualala River’’ and ‘‘San Francisco.’’ The Gualala river data set has the longest waves and it also produces the best results. The R/V ratio for the AIRSAR missions was 59 s (Gualala) and 55 s (San Francisco). These values suggest that the effects of velocity bunching are present, but are not sufficiently strong to significantly affect the slope-retrieval process. However, for spaceborne SAR imaging applications, where the (R / V) ratio may be greater than 100 s, the effects of velocity bunching may limit the utility of all methods, especially in high sea states.
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Measurement of Ocean Wave Slopes Using Polarimetric SAR Data



In this section, the techniques that were developed for the measurement of ocean surface slopes and wave spectra using the capabilities of fully polarimetric radars are discussed. Wave-induced perturbations of the polarization orientation angle are used to directly measure slopes for azimuth traveling waves. This technique is accurate for scattering from surface resolution cells where the sea return can be represented as a two-scale Bragg-scattering process. 1.2.3.1 Orientation Angle Measurement of Azimuth Slopes It has been shown [5] that by measuring the orientation angle shift in the polarization signature, one can determine the effects of the azimuth surface tilts. In particular, the shift in the orientation angle is related to the azimuth surface tilt, the local incidence angle, and, to a lesser degree, the range tilt. This relationship is derived [20] and independently verified [6] as tan v tan u ¼ (1:1) sin f  tan g cos f where u, tan v, tan g, and f are the shifts in the orientation angle, the azimuth slope, the ground range slope, and the radar look angle, respectively. According to Equation 1.1, the azimuth tilts may be estimated from the shift in the orientation angle, if the look angle and range tilt are known. The orthogonal range slope tan g can be estimated using the value of the local incidence angle associated with the alpha parameter for each pixel. The azimuth slope tan v and the range slope tan g provide complete slope information for each image pixel. For the ocean surface at scales of the size of the AIRSAR resolution cell (6.6 m  8.2 m), the averaged tilt angles are small and the denominator in Equation 1.1 may be approximated by sin f for a wide range of look angles, cos f, and ground range slope, tan g, values. Under this approximation, the ocean azimuth slope, tan v, is written as tan v ﬃ ( sin f)  tan u



(1:2)



The above equation is important because it provides a direct link between polarimetric SAR measurable parameters and physical slopes on the ocean surface. This estimation of ocean slopes relies only on (1) the knowledge of the radar look angle (generally known from the SAR viewing geometry) and (2) the measurement of the wave-perturbed orientation angle. In ocean areas where the average scattering mechanism is predominantly tilted-Bragg scatter, the orientation angle can be measured accurately for angular changes 0.5). 1.2.6.3



Alpha Parameter Measurement of Range Slopes and Wave Spectra



Model studies [6] result in an estimate of what the parametric relation a versus the incidence angle f should be for an assumed Bragg-scatter model. The sensitivity (i.e., the slope of the curve of a(f)) was large enough (Figure 1.6) to warrant investigation using real POLSAR ocean backscatter data. In Figure 1.8a, a curve of a versus the incidence angle f is given for a strip of Gualala data in the range direction that has been averaged 10 pixels in the azimuth direction. This curve shows a high sensitivity for the slope of a(f). Figure 1.8b gives a histogram of the frequency of occurrence of the alpha values. The curve of Figure 1.8a was smoothed by utilizing a least-square fit of the a(f) data to a third-order polynomial function. This closely fitting curve was used to transform the a values into corresponding incidence angle f perturbations. Pottier [6] used a model-based approach and fitted a third-order polynomial to the a(f) (red curve) of Figure 1.6 instead of using the smoothed, actual, image a(f) data. A distribution of f values has been made and the rms range slope value has been determined. The rms range slope values for the data sets are given in Table 1.1 and Table 1.2.
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FIGURE 1.7 (See color insert following page 240.) Derivative of alpha with respect to the incidence angle. The red curve is for a sea water dielectric and the blue curve is for a perfectly conducting surface.



Finally, to measure an alpha wave spectrum, an image of the study area is formed with the mean of a(f) removed line by line in the range direction. An FFT of the study area results in the wave spectrum that is shown in Figure 1.9. The spectrum of Figure 1.9 is an alpha spectrum in the range direction. It can be converted to a range direction wave slope spectrum by transforming the slope values obtained from the smoothed alpha, a(f), values.
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FIGURE 1.8 Empirical determination of the (a) sensitivity of the alpha parameter to the radar incidence angle (for Gualala River data) and (b) a histogram of the alpha values occurring within the study site. (continued)
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FIGURE 1.8 (continued) (b) a histogram of the alpha values occurring within the study site.



1.2.7



Measured Wave Properties and Comparisons with Buoy Data



The ocean wave properties estimated from the L- and P-band SAR data sets and the algorithms are the (1) dominant wavelength, (2) dominant wave direction, (3) rms slopes (azimuth and range), and (4) average dominant wave height. The NOAA NDBC buoys provided data on the (1) dominant wave period, (2) wind speed and direction, (3) significant wave height, and (4) wave classification (swell and wind waves). Both the Gualala and the San Francisco data sets involved waves classified as swell. Estimates of the average wave period can be determined either from buoy data or from the SAR-determined dominant wave number and water depth (see Equation 1.22). The dominant wavelength and direction are obtained from the wave spectra (see Figure 1.4 and Figure 1.9). The rms slopes in the azimuth direction are determined from the distribution of orientation angles converted to slope angles using Equation 1.2. The rms slopes in the range direction are determined by the distribution of alpha angles converted to slope angles using values of the smoothed curve fitted to the data of Figure 1.8a. Finally, an estimate of the average wave height, Hd, of the dominant wave was made using the peak-to-trough rms slope in the propagation direction Srms and the dominant wavelength ld. The estimated average dominant wave height was then determined from tan (Srms) ¼ Hd/(ld/2). This average dominant wave height estimate was compared with the (related) significant wave height provided by the NDBC buoy. The results of the measurement comparisons are given in Table 1.1 and Table 1.2. 1.2.7.1



Coastal Wave Measurements: Gualala River Study Site



For the Gualala River data set, parameters were calculated to characterize ocean waves present in the study area. Table 1.1 gives a summary of the ocean parameters that were determined using the data set as well as wind conditions and air and sea temperatures at the nearby NDBC buoy (‘‘Bodega Bay’’) and wind station (‘‘Point Arena’’) sites. The most important measured SAR parameters were rms wave slopes (azimuth and range directions), rms wave height, dominant wave period, and dominant wavelength. These quantities were estimated using the full-polarization data and the NDBC buoy data.



15.7 364 From period, depth 280 Est. from wind direction N/A N/A 2.80 Significant wave height



15.7 376 From period, depth 289 Est. from wind direction N/A N/A 3.10 Significant wave height
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Date: 7/17/88; data start time (UTC): 00:45:26 (Buoys SF, HMB), 00:52:28 (AIRSAR); wind speed: 8.1 m/s (SF), 5.0 m/s (HMB), mean ¼ 6.55 m/s; wind direction: 2898 (SF), 2808 (HMB), mean ¼ 284.58; Buoys: ‘‘San Francisco’’ (46026) ¼ SF; location: 37.75 N 122.82 W; water depth: 52.1 m; ‘‘Half Moon Bay’’ (46012) ¼ HMB; location: 37.36 N 122.88 W; water depth: 87.8 m.
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TABLE 1.2
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FIGURE 1.9 (See color insert following page 240.) Spectrum of waves in the range direction using the alpha parameter from the Cloude–Pottier decomposition method. Wave direction is 3068 and dominant wavelength is 162 m.



The dominant wave at the Bodega Bay buoy during the measurement period is classified as a long wavelength swell. The contribution from wind wave systems or other swell components is small relative to the single dominant wave system. Using the surface gravity wave dispersion relation, one can calculate the dominant wavelength at this buoy location where the water depth is 122.5 m. The dispersion relation for surface water waves at finite depth is v2W ¼ gkW tan h(kH)



(1:22)



where vW is the wave frequency, kW is the wave number (2p/l), and H is the water depth. The calculated value for l is given in Table 1.1. A spectral profile similar to Figure 1.5a was developed for the alpha parameter technique and a dominant wave was measured having a wavelength of 156 m and a propagation direction of 3068. Estimates of the ocean parameters obtained using the orientation angle and alpha angle algorithms are summarized in Table 1.1. 1.2.7.2 Open-Ocean Measurements: San Francisco Study Site AIRSAR P-band image data were obtained for an ocean swell traveling in the azimuth direction. The location of this image was to the west of San Francisco Bay. It is a valuable



C.H. Chen/Image Processing for Remote Sensing 66641_C001 Final Proof page 19



3.9.2007 2:00pm Compositor Name: JGanesan



Polarimetric SAR Techniques for Remote Sensing of the Ocean Surface



19



N



Wave direction



FIGURE 1.10 P-band span image of near-azimuth traveling (2658) swell in the Pacific Ocean off the coast of California near San Francisco.



data set because its location is near two NDBC buoys (‘‘San Francisco’’ and ‘‘Half-Moon Bay’’). Figure 1.10 gives a SPAN image of the ocean scene. The long-wavelength swell is clearly visible. The covariance matrix data was first Lee-filtered to reduce speckle noise [24] and was then corrected radiometrically. A polarimetric signature was developed for a 512  512 segment of the image and some distortion was noted. Measuring the distribution of the phase between the HH-pol and VV-pol backscatter returns eliminated this distortion. For the ocean, this distribution should have a mean nearly equal to zero. The recalibration procedure set the mean to zero and the distortion in the polarimetric signature was corrected. Figure 1.11a gives a plot of the spectral intensity (cross-section modulation) versus the wave number in the direction of the dominant wave propagation. Figure 1.11b presents a spectrum of orientation angles versus the wave number. The major peak, caused by the visible swell, in both plots occurs at a wave number of 0.0175 m1 or a wavelength of 359 m. Using Equation 1.22, the dominant wavelength was calculated at the San Francisco/Half Moon Bay buoy positions and depths. Estimates of the wave parameters developed from this data set using the orientation and alpha angle algorithms are presented in Table 1.2.
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FIGURE 1.11 (a) Wave number spectrum of P-band intensity modulations and (b) a wave number spectrum of orientation angle modulations. The plots are taken in the propagation direction of the dominant wave (2658).



1.3 1.3.1



Polarimetric Measurement of Ocean Wave–Current Interactions Introduction



Studies have been carried out on the use of polarization orientation angles to remotely sense ocean wave slope distribution changes caused by wave–current interactions. The wave–current features studied here involve the surface manifestations of internal waves [1,25,26–29,30–32] and wave modifications at oceanic current fronts. Studies have shown that polarimetric SAR data may be used to measure bare surface roughness [33] and terrain topography [34,35]. Techniques have also been developed for measuring directional ocean wave spectra [36].
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The polarimetric SAR image data used in all of the studies are NASA JPL/AIRSAR, P-, L-, and C-band, quad-pol microwave backscatter data. AIRSAR images of internal waves were obtained from the 1992 Joint US/Russia Internal Wave Remote Sensing Experiment (JUSREX’92) conducted in the New York Bight [25,26]. AIRSAR data on current fronts were obtained during the NRL Gulf Stream Experiment (NRL-GS’90). The NRL experiment is described in Ref. [20]. Extensive sea-truth is available for both of these experiments. These studies were motivated by the observation that strong perturbations occur in the polarization orientation angle u in the vicinity of internal waves and current fronts. The remote sensing of orientation angle changes associated with internal waves and current fronts are applications that have only recently been investigated [27–29]. Orientation angle changes should also occur for the related SAR application involving surface expressions of shallow-water bathymetry [37]. In the studies outlined here, polarization orientation angle changes are shown to be associated with wave–current interaction features. Orientation angle changes are not, however, produced by all types of ocean surface features. For example, orientation angle changes have been successfully used here to discriminate internal wave signatures from other ocean features, such as surfactant slicks, which produce no mean orientation angle changes.



1.3.2



Orientation Angle Changes Caused by Wave–Current Interactions



A study was undertaken to determine the effect that several important types of wave– current interactions have on the polarization orientation angle. The study involved both actual SAR data and an NRL theoretical model described in Ref. [38]. An example of a JPL/AIRSAR VV-polarization, L-band image of several strong, intersecting, internal wave packets is given in Figure 1.12. Packets of internal waves are generated from parent solitons as the soliton propagates into shallower water at, in this case, the continental shelf break. The white arrow in Figure 1.12 indicates the propagation direction of a wedge of internal waves (bounded by the dashed lines). The packet members within the area of this wedge were investigated. Radar cross-section (s0) intensity perturbations for the type of internal waves encountered in the New York Bight have been calculated in [30,31,39] and others. Related perturbations also occur in the ocean wave height and slope spectra. For the solitons often found in the New York Bight area, these perturbations become significantly larger for ocean wavelengths longer than about 0.25 m and shorter than 10–20 m. Thus, the study is essentially concerned with slope changes to meter-length wave scales. The AIRSAR slant range resolution cell size for these data is 6.6 m, and the azimuth resolution cell size is 12.1 m. These resolutions are fine enough for the SAR backscatter to be affected by perturbed wave slopes (meter-length scales). The changes in the orientation angle caused by these wave perturbations are seen in Figure 1.13. The magnitude of these perturbations covers a range u ¼ [1 to þ1]. The orientation angle perturbations have a large spatial extent (>100 m for the internal wave soliton width). The hypothesis assumed was that wave–current interactions make the meter wavelength slope distributions asymmetric. A profile of orientation angle perturbations caused by the internal wave study packet is given in Figure 1.14a. The values are obtained along the propagation vector line of Figure 1.12. Figure 1.14b gives a comparison of the orientation angle profile (solid line) and a normalized VV-pol backscatter intensity profile (dotted-dash line) along the same interval. Note that the orientation angle positive peaks (white stripe areas, Figure 1.13) align with the negative troughs
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FIGURE 1.12 AIRSAR L-band, VV-pol image of internal wave intersecting packets in the New York Bight. The arrow indicates the propagation direction for the chosen study packet (within the dashed lines). The angle a relates to the SAR/ packet coordinates. The image intensity has been normalized by the overall average.



(black areas, Figure 1.12). In the direction orthogonal to the propagation vector, every point is averaged 5  5 pixels along the profile. The ratio of the maximum of u caused by the soliton to the average values of u within the ambient ocean is quite large. The current-induced asymmetry creates a mean wave slope that is manifested as a mean orientation angle. The relation between the tangent of the orientation angle u, wave slopes in the radar azimuth and ground range directions (tan v, tan g), and the radar look angle f from [21] is given by Equation 1.1, and for a given look angle f the average orientation angle tangent is
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Orientation angle FIGURE 1.13 The orientation angle image of the internal wave packets in the New York Bight. The area within the wedge (dashed lines) was studied intensively.



htan ui ¼



ðp ðp



tan u(v,g)  P(v,g) dg dv



(1:23)



0 0



where P(v,g) is the joint probability distribution function for the surface slopes in the azimuth and range directions. If the slopes are zero-meaned, but P(v,g) is skewed, then the mean orientation angle may not be zero even though the mean azimuth and range slopes are zero. It is evident from the above equation that both the azimuth and the range
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Distance along line (pixels) FIGURE 1.14 (a) The orientation angle value profile along the propagation vector for the internal wave study packet of Figure 1.12 and (b) a comparison of the orientation angle profile (solid line) and a normalized VV-pol backscatter intensity profile (dot–dash line). Note that the orientation angle positive peaks (white areas, Figure 1.13) align with the negative troughs (black areas, Figure 1.11).



slopes have an effect on the mean orientation angle. The azimuth slope effect is generally larger because it is not reduced by the cos f term, which only affects the range slope. If, for instance, the meter-wavelength waves are produced by a broad wind-wave spectrum, then both v and g change locally. This yields a nonzero mean for the orientation angle. Figure 1.15 gives a histogram of orientation angle values (solid line) for a box inside the black area of the first packet member of the internal wave. A histogram for the ambient ocean orientation angle values for a similar-sized box near the internal wave is given by the dot–dash–dot line in Figure 1.15. Notice the significant difference in the mean value of these two distributions. The mean change in htan (u)i inferred from the bias for the perturbed area within the internal wave is 0.03 rad, corresponding to a u value of 1.728. The mean water wave slope changes needed to cause such orientation angle changes are estimated from Equation 1.1. In the denominator of Equation 1.1, the value of tan(g) cos(f)  sin(f) for the value f ( ¼ 518) at the packet member location. Using this approximation, the ensemble average of Equation 1.1 provides the mean azimuth slope value,
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FIGURE 1.15 Distributions of orientation angles for the internal wave (solid line) and the ambient ocean (dot–dash–dot line).



htan(v)i ﬃ sin (f)htan(u)i



(1:24)



From the data provided in Figure 1.15, htan(v)i ¼ 0.0229 rad or v ¼ 1.328. A slope value of this magnitude is in approximate agreement with slope changes predicted by Lyzenga et al. [32] for internal waves in the same area during an earlier experiment (SARSEX, 1988). 1.3.3



Orientation Angle Changes at Ocean Current Fronts



An example of orientation angle changes induced by a second type of wave–current interaction, the convergent current front, is given in Figure 1.16a and Figure 1.16b. This image was created using AIRSAR P-band polarimetric data. The orientation angle response to this (NRL-GS’90) Gulf-Stream convergent-current front is the vertical white linear feature in Figure 1.16a and the sharp peak in Figure 1.16b. The perturbation of the orientation angle at, and near, the front location is quite strong relative to angle fluctuations in the ambient ocean. The change in the orientation angle maximum is ﬃ0.688. Other fronts in the same area of the Gulf Stream have similar changes in the orientation angle. 1.3.4



Modeling SAR Images of Wave–Current Interactions



To investigate wave–current-interaction features, a time-dependent ocean wave model has been developed that allows for general time-varying current, wind fields, and depth [20,38]. The model uses conservation of the wave action to compute the propagation of a statistical wind-wave system. The action density formalism that is used and an outline of the model are both described in Ref. [38]. The original model has been extended [1] to include calculations of polarization orientation angle changes due to wave–current interactions.
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FIGURE 1.16 Current front within the Gulf Stream. An orientation angle image is given in (a) and orientation angle values are plotted in (b) (for values along the white line in (a)).



Model predictions have been made for the wind-wave field, radar return, and perturbation of the polarization orientation angle due to an internal wave. A model of the surface manifestation of an internal wave has also been developed. The algorithm used in the model has been modified from its original form to allow calculation of the polarization orientation angle and its variation throughout the extent of the soliton current field at the surface.
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FIGURE 1.17 The internal wave orientation angle tangent maximum variation as a function of ocean wavelength as predicted by the model. The primary response is in the range of 0.25–10.0 m and is in good agreement with previous studies of sigma-0. (From Thompson, D.R., J. Geophys. Res., 93, 12371, 1988.)



The values of both RCS (hs0i) and htan(u)i are computed by the model. The dependence of htan(u)i on the perturbed ocean wavelength was calculated by the model. This wavelength dependence is shown in Figure 1.17. The waves resonantly perturb htan(u)i for wavelengths in the range of 0.25–10.0 m. This result is in good agreement with previous studies of sigma-0 resonant perturbations for the JUSREX’92 area [39]. Figure 1.18a and Figure 1.18b show the form of the soliton current speed dependence of hs0i and htan(u)i. The potentially useful near-linear relation of htan(u)iv with current U (Figure 1.18b) is important in applications where determination of current gradients is the goal. The near-linear nature of this relationship provides the possibility that, from the value of htan(u)iv, the current magnitude can be estimated. Examination of the model results has led to the following empirical model of the variation of htan(u)i as: htan ui ¼ f (U, w, uw ) ¼ (aU)  (w2 ebw )  sin (ajcw j þ bc2w )



(1:25)



where U, the surface current maximum speed (in m/s), w, the wind speed (in m/s) at (standard) 19.5 m height, and cw, the wind direction (in radians) relative to the soliton propagation direction. The constants are a ¼ 0.00347, b ¼ 0.365, a ¼ 0.65714, and b ¼ 0.10913. The range of cw is over [p,p]. Using Equation 1.25, the dashed curve in Figure 1.18 can be generated to show good agreement relative to the complete model. The solid lines in Figure 1.18 represent results from the complete model and the dashed lines are results from the empirical relation of Equation 1.25. This relation is much simpler than conventional estimates based on perturbation of the backscatter intensity. The scaling for the relationship is a relatively simple function of the wind speed and the direction of the locally wind-driven sea. If the orientation angle and wind measurements are available, then Equation 1.25 allows the internal wave current maximum U to be calculated.



1.4 1.4.1



Ocean Surface Feature Mapping Using Current-Driven Slick Patterns Introduction



Biogenic and man-made slicks are widely dispersed throughout the oceans. Current driven surface features, such as spiral eddies, can be made visible by associated patterns of slicks [40]. A combined algorithm using the Cloude–Pottier decomposition and the Wishart classifier
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FIGURE 1.18 (a and b) Model development of the current speed dependence of the max RCS and htan(u)i variations. The dashed line in Figure 1.23b gives the values predicted by an empirical equation in Ref. [38].



[41] is utilized to produce accurate maps of slick patterns and to suppress the background wave field. This technique uses the classified slick patterns to detect spiral eddies. Satellite SAR instruments performing wave spectral measurements, or operating as wind scatterometers, regard the slicks as a measurement error term. The classification maps produced by the algorithm facilitate the flagging of slick-contaminated pixels within the image. Aircraft L-band AIRSAR data (4/2003) taken in California coastal waters provided data on features that contained spiral eddies. The images also included biogenic slick patterns, internal wave packets, wind waves, and long wave swell. The temporal and spatial development of spiral eddies is of considerable importance to oceanographers. Slick patterns are used as ‘‘markers’’ to detect the presence and extent of spiral eddies generated in coastal waters. In a SAR image, the slicks appear as black distributed patterns of lower return. The slick patterns are most prevalent during periods of low to moderate winds. The spatial distribution of the slicks is determined by local surface current gradients that are associated with the spiral eddies. It has been determined that biogenic surfactant slicks may be identified and classified using SAR polarimetric decompositions. The purpose of the decomposition is to discriminate against other features such as background wave systems. The
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) of the Cloude–Pottier parameters entropy (H), anisotropy (A), and average alpha ( decomposition [23] were used in the classification. The results indicate that biogenic slick patterns, classified by the algorithm, can be used to detect the spiral eddies. The decomposition parameters were also used to measure small-scale surface roughness as well as larger-scale rms slope distributions and wave spectra [4]. Examples of slope distributions are given in Figure 1.8b and that of wave spectra in Figure 1.9. Small-scale roughness variations that were detected by anisotropy changes are given in Figure 1.19. This figure shows variations in anisotropy at low wind speeds for a filament of colder, trapped water along the northern California coast. The air–sea stability has changed for the region containing the filament. The roughness changes are not seen in (a) the conventional VV-pol image but are clearly visible in (b) an anisotropy image. The data are from coastal waters near the Mendocino Co. town of Gualala. Finally, the classification algorithm may also be used to create a flag for the presence of slicks. Polarimetric satellite SAR systems (e.g., RADARSAT-2, ALOS/PALSAR, SIR-C) attempting to measure wave spectra, or scatterometers measuring wind speed and direction can avoid using slick contaminated data. In April 2003, the NRL and the NASA Jet Propulsion Laboratory (JPL) jointly carried out a series of AIRSAR flights over the Santa Monica Basin off the coast of California. Backscatter POLSAR image data at P-, L-, and C-bands were acquired. The purpose of the flights was to better understand the dynamical evolution of spiral eddies, which are
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FIGURE 1.19 (See color insert following page 240.) (a) Variations in anisotropy at low wind speeds for a filament of colder, trapped water along the northern California coast. The roughness changes are not seen in the conventional VV-pol image, but are clearly visible in (b) an anisotropy image. The data are from coastal waters near the Mendocino Co. town of Gualala.
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generated in this area by interaction of currents with the Channel Islands. Sea-truth was gathered from a research vessel owned by the University of California at Los Angeles (UCLA). The flights yielded significant data not only on the time history of spiral eddies but also on surface waves, natural surfactants, and internal wave signatures. The data were analyzed using a polarimetric technique, the Cloude–Pottier hH/A/ai decomposition given in Ref. [23]. In Figure 1.20a, the anisotropy is again mapped for a study site



Anisotropy-A image



f = 23



f = 62 0.0



0.1



0.2



0.3



0.4



0.5



0.6



0.7



0.8



0.9



1.0



L-band, VV-pol image FIGURE 1.20 (See color insert following page 240.) (a) Image of anisotropy values. The quantity, 1A, is proportional to small-scale surface roughness and (b) a conventional L-band, VV-pol image of the study area.
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east of Catalina Island, CA. For comparison, a VV-pol image is given in Figure 1.20b. The slick field is reasonably well mapped by anisotropy—but the image is noisy because of the difference in the two small second and third eigenvalues that are used to compute it.



1.4.2



Classification Algorithm



The overall purpose of the field research effort outlined in Section 1.4.1 was to create a means of detecting ocean features such as spiral eddies using biogenic slicks as markers, while suppressing other effects such as wave fields and wind-gradient effects. A polarimetric classification algorithm [41–43] was tested as a candidate means to create such a feature map. 1.4.2.1 Unsupervised Classification of Ocean Surface Features Van Zyl [44] and Freeman–Durden [46] developed unsupervised classification algorithms that separate the image into four classes: odd-bounce, even bounce, diffuse (volume), and an in-determinate class. For an L-band image, the ocean surface typically is dominated by the characteristics of the Bragg-scattering odd (single) bounce. City buildings and structures have the characteristics of even (double) scattering, and heavy forest vegetation has the characteristics of diffuse (volume) scattering. Consequently, this classification algorithm provides information on the terrain scatterer type. For a refined separation into more classes, Pottier [6] proposed an unsupervised classification algorithm based on their target decomposition theory. The medium’s scattering mechanisms, characterized by  average alpha angle, and later anisotropy A, were used for classification. entropy H,  The entropy H is a measure of randomness of the scattering mechanisms, and the alpha angle characterizes the scattering mechanism. The unsupervised classification is achieved  plane, which is segmented into by projecting the pixels of an image onto the H– scattering zones. The zones for the Gualala study-site data are shown in Figure 1.21. Details of this segmentation are given in Ref. [6]. In the alpha–entropy scattering zone map of the decomposition, backscatter returns from the ocean surface normally occur in the lowest (dark blue color) zone of both alpha and entropy. Returns from slick covered  values, and occur in both the lowest areas have higher entropy H and average alpha  zone and higher zones. 1.4.2.2 Classification Using Alpha–Entropy Values and the Wishart Classifier Classification of the image was initiated by creating an alpha–entropy zone scatterplot to  angle and level of entropy H for scatterers in the slick study area. determine the  Secondly, the image was classified into eight distinct classes using the Wishart classifier [41]. The alpha–entropy decomposition method provides good image segmentation based on the scattering characteristics. The algorithm used is a combination of the unsupervised decomposition classifier and the supervised Wishart classifier [41]. One uses the segmented image of the decomposition method to form training sets as input for the Wishart classifier. It has been noted that , especially in the multi-look data are required to obtain meaningful results in H and  entropy H. In general, 4-look processed data are not sufficient. Normally, additional averaging (e.g., 55 boxcar filter), either of the covariance or of coherency matrices, has  computation. This prefiltering is done on all the to be performed prior to the H and  . Initial classification data. The filtered coherency matrix is then used to compute H and  is made using the eight zones. This initial classification map is then used to train the Wishart classification. The reclassified result shows improvement in retaining details.
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Entropy parameter FIGURE 1.21 (See color insert following page 240.) Alpha-entropy scatter plot for the image study area. The plot is divided into eight color-coded scattering classes for the Cloude–Pottier decomposition described in Ref. [6].



Further improvement is possible by using several iterations. The reclassified image is then used to update the cluster centers of the coherency matrices. For the present data, two iterations of this process were sufficient to produce good classifications of the complete biogenic fields. Figure 1.22 presents a completed classification map of the biogenic slick fields. Information is provided by the eight color-code classes in the image in Figure 1.22. The returns from within the largest slick (labeled as A) have classes that progressively increase in both average alpha and entropy as a path is made from clean water inward  toward the center of the slick. Therefore, the scattering becomes less surfacelike ( increase) and also becomes more depolarized (H increase) as one approaches the center of the slick (Figure 1.22, Label A). The algorithm outlined above may be applied to an image containing large-scale ocean features. An image (JPL/CM6744) of classified slick patterns for two-linked spiral eddies near Catalina Island, CA, is given in Figure 1.23b. An L-band, HH-pol image is presented in Figure 1.23a for comparison. The Pacific swell is suppressed in areas where there are no slicks. The waves do, however, appear in areas where there are slicks because the currents associated with the orbital motion of the waves alternately compress or expand the slickfield density. Note the dark slick patch to the left of label A in Figure 1.23a and Figure 1.23b. This patch clearly has strongly suppressed the backscatter at HH-pol. The corresponding area of Figure 1.23b has been classified into three classes and colors (Class 7—salmon, Class 5—yellow, and Class 2—dark green), which indicate progressive increases in scattering complexity and depolarization as one moves from the perimeter of the slick toward its interior. A similar change in scattering occurs to the left of label B near the center of Figure 1.23a and Figure 1.23b. In this case, as one moves
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FIGURE 1.22 (See color insert following page 240.)  scattering classes. Classification of the slick-field image into H/
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FIGURE 1.23 (See color insert following page 240.) (a) L-band, HH-pol image of a second study image (CM6744) containing two strong spiral eddies marked by natural biogenic slicks and (b) classification of the slicks marking the spiral eddies. The image features were  values combined with the Wishart classifier. classified into eight classes using the H–
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from the perimeter into the slick toward the center, the classes and colors (Class 7— salmon, Class 4—light green, Class 1—white) also indicate progressive increases in scattering complexity and depolarization. 1.4.2.3



Comparative Mapping of Slicks Using Other Classification Algorithms



The question arises whether or not the algorithm using entropy-alpha values with the Wishart classifier is the best candidate for unsupervised detection and mapping of slick fields. Two candidate algorithms were suggested as possible competitive classification )– methods. These were (1) the Freeman–Durden decomposition [45] and (2) the (H/A/ Wishart segmentation algorithm [42,43], which introduce anisotropy to the parameter mix because of its sensitivity to ocean surface roughness. Programs were developed to investigate the slick classification capabilities of these candidate algorithms. The same amount of averaging (5  5) and speckle reduction was done for all of the algorithms. The results with the Freeman–Durden classification were poor at both L- and C-bands. Nearly all of the returns were surface, single-bounce scatter. This is expected because the Freeman– Durden decomposition was developed on the basis of scattering models of land features. This method could not discriminate between waves and slicks and did not improve on the results using conventional VV or HH polarization. )–Wishart segmentation algorithm was investigated to take advantage of The (H/A/ the small-scale roughness sensitivity of the polarimetric anisotropy A. The anisotropy is shown (Figure 1.20b) to be very sensitive to slick patterns across the whole image. The )–Wishart segmentation method expands the number of classes from 8 to 16 by (H/A/ including the anisotropy A. The best way to introduce information about A in the classification procedure is to carry out two successive Wishart classifier algorithms. The . Each class in the H/  plane is then further divided first classification only involves H/ into two classes according to whether the pixel’s anisotropy values are greater than 0.5 or less than 0.5. The Wishart classifier is then employed a second time. Details of this )–Wishart method algorithm are given in Ref. [42,43]. The results of using the (H/A/ and iterating it twice are given in Figure 1.24. )–Wishart method resulted in Classification of the slick-field image using the (H/A/ 14 scattering classes. Two of the expected 16 classes were suppressed. The Classes 1–7 corresponded to anisotropy A values from 0.5 to 1.0 and the Classes 8–14 corresponded to anisotropy A values from 0.0 to 0.49. The new two lighter blue vertical features at the lower right of the image appeared in all images involving anisotropy and were thought to be a smooth slick of the lower surfactant material concentration. This algorithm was an –Wishart algorithm for slick mapping. All of the slickimprovement relative to the H/ covered areas were classified well and the unwanted wave field intensity modulations were suppressed.



1.5



Conclusions



Methods that are capable of measuring ocean wave spectra and slope distributions in both the range and azimuth directions were described. The new measurements are sensitive and provide nearly direct measurements of ocean wave spectra and slopes without the need for a complex MTF. The orientation modulation spectrum has a higher dominant wave peak and background ratio than the intensity-based spectrum. The results
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Class 1 2 3 4 5 6 7 8 9 10 11 12 13 14 FIGURE 1.24 (See color insert following page 240.)  14 scattering classes. The Classes 1–7 correspond to anisotropy Classification of the slick-field image into H/A/ A values 0.5 to 1.0 and the Classes 8–14 correspond to anisotropy A values 0.0 to 0.49. The two lighter blue vertical features at the lower right of the image appear in all images involving anisotropy and are thought to be smooth slicks of lower concentration.



determined for the dominant wave direction, wavelength, and wave height are comparable to the NDBC buoy measurements. The wave slope and wave spectra measurement methods that have been investigated may be developed further into fully operational algorithms. These algorithms may then be used by polarimetric SAR instruments, such as ALOS/PALSAR and RADARSAT II, to monitor sea-state conditions globally. Secondly, this work has investigated the effect of internal waves and current fronts on the SAR polarization orientation angle. The results provide a potential (1) independent means for identifying these ocean features and (2) a method of estimating the mean value of the surface current and slope changes associated with an internal wave. Simulations of the NRL wave–current interaction model [38] have been used to identify and quantify the different variables such as current speed, wind speed, and wind direction, which determine changes in the SAR polarization orientation angle. The polarimetric scattering properties of biogenic slicks have been found to be different from those of the clean surface wave field and the slicks may be separated from this background wave field. Damping of capillary waves, in the slick areas, lowers all of the eigenvalues of the decomposition and increases the average alpha angle, entropy, and the anisotropy. The Cloude–Pottier polarimetric decomposition was also used as a new means of studying scattering properties of surfactant slicks perturbed by current-driven surface features. The features, for example, spiral eddies, were marked by filament patterns of
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slicks. These slick filaments were physically smoother. Backscatter from them was more complex (three eigenvalues nearly equal) and was more depolarized. Anisotropy was found to be sensitive to small-scale ocean surface roughness, but was not a function of large-scale range or azimuth wave slopes. These unique properties provided an achievable separation of roughness scales on the ocean surface at low wind speeds. Changes in anisotropy due to surfactant slicks were found to be measurable across the entire radar swath. Finally, polarimetric SAR decomposition parameters alpha, entropy, and anisotropy were used as an effective means for classifying biogenic slicks. Algorithms, using these parameters, were developed for the mapping of both slick fields and ocean surface features. Selective mapping of biogenic slick fields may be achieved using either the entropy or the alpha parameters with the Wishart classifier or, by the entropy, anisotropy, or the alpha parameters with the Wishart classifier. The latter algorithm gives the best results overall. Slick maps made using this algorithm are of use for satellite scatterometers and wave spectrometers in efforts aimed at flagging ocean surface areas that are contaminated by slick fields.
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2.1



Introduction



Within remote-sensing image analysis, Markov random field (MRF) models represent a powerful tool [1], due to their ability to integrate contextual information associated with the image data in the analysis process [2,3,4]. In particular, the use of a global model for the statistical dependence of all the image pixels in a given image-analysis scheme typically turns out to be an intractable task. The MRF approach offers a solution to this issue, as it allows expressing a global model of the contextual information by using only local relations among neighboring pixels [2]. Specifically, due to the Hammersley– Clifford theorem [3], a large class of global contextual models (i.e., the Gibbs random fields, GRFs [2]) can be proved to be equivalent to local MRFs, thus sharply reducing the related model complexity. In particular, MRFs have been used for remote-sensing image analysis, for single-date [5], multi-temporal [6–8], multi-source [9], and multi-resolution [10] 39
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classification, for denoising [1], segmentation [11–14], anomaly detection [15], texture extraction [2,13,16], and change detection [17–19]. Focusing on the specific problem of image classification, the MRF approach allows one to express a ‘‘maximum-a-posteriori’’ (MAP) decision task as the minimization of a suitable energy function. Several techniques have been proposed to deal with this minimization problem, such as the simulated annealing (SA), an iterative stochastic optimization algorithm converging to a global minimum of the energy [3] but typically involving long execution times [2,5], the iterative conditional modes (ICM), an iterative deterministic algorithm converging to a local (but usually good) minimum point [20] and requiring much shorter computation times than SA [2], and the maximization of posterior marginals (MPM), which approximates the MAP rule by maximizing the marginal posterior distribution of the class label of each pixel instead of the joint posterior distribution of all image labels [2,11,21]. However, an MRF model usually involves the use of one or more internal parameters, thus requiring a preliminary parameter-setting stage before the application of the model itself. In particular, especially in the context of supervised classification, interactive ‘‘trial-and-error’’ procedures are typically employed to choose suitable values for the model parameters [2,5,9,11,17,19], while the problem of fast automatic parameter-setting for MRF classifiers is still an open issue in the MRF literature. The lack of effective automatic parameter-setting techniques has represented a significant limitation on the operational use of MRF-based supervised classification architectures, although such methodologies are known for their ability to generate accurate classification maps [9]. On the other hand, the availability of the above-mentioned unsupervised parameter-setting procedures has contributed to an extensive use of MRFs for segmentation and unsupervised classification purposes [22,23]. In the present chapter, an automatic parameter optimization algorithm is proposed to overcome the above limitation in the context of supervised image classification. The method refers to a broad category of MRF models, characterized by energy functions expressed as linear combinations of different energy contributions (e.g., representing different typologies of contextual information) [2,7]. The algorithm exploits this linear dependence to formalize the parameter-setting problem as the solution of a set of linear inequalities, and addresses this problem by extending to the present context the Ho–Kashyap method for linear classifier training [24,25]. The well-known convergence properties of such a method and the absence of parameters to be tuned are among the good features of the proposed technique. The chapter is organized as follows. Section 2.2 provides an overview of the previous work on the problem of MRF parameter estimation. Section 2.3 describes the methodological issues of the method, and Section 2.4 presents the results of the application of the technique to the classification of real (both single-date and multi-temporal) remote sensing images. Finally, conclusions are drawn in Section 2.5.



2.2



Previous Work on MRF Parameter Estimation



Several parameter-setting algorithms have been proposed in the context of MRF models for image segmentation (e.g., [12,22,26,27]) or unsupervised classification [23,28,29], although often resulting in a considerable computational burden. In particular, the usual maximum likelihood (ML) parameter estimation approach [30] exhibits good theoretical consistency properties when applied to GRFs and MRFs [31], but turns out to be computationally very expensive for most MRF models [22] or even intractable [20,32,33], due to the difficulty of analytical computation and numerical maximization of the
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normalization constants involved by the MRF-based distributions (the so-called ‘‘partition functions’’) [20,23,33]. Operatively, the use of ML estimates for MRF parameters turns out to be restricted just to specific typologies of MRFs, such as continuous Gaussian [1,13,15,34,35] or generalized Gaussian [36] fields, which allows an ML estimation task to be formulated in an analytically feasible way. Beyond such case-specific techniques, essentially three approaches have been suggested in the literature to address the problem of unsupervised ML estimation of MRF parameters indirectly, namely the Monte Carlo methods, the stochastic gradient approaches, or the pseudo-likelihood approximations [23]. The combination of the ML criterion with Monte Carlo simulations has been proposed to overcome the difficulty of computation of the partition function [22,37] and it provides good estimation results, but it usually involves long execution times. Stochastic-gradient approaches aim at maximizing the log-likelihood function by integrating a Gibbs stochastic sampling strategy into the gradient ascent method [23,38]. Combinations of the stochastic-gradient approach with the iterated conditional expectation (ICE) and with an estimation–restoration scheme have also been proposed in Refs. [12,29], respectively. Approximate pseudo-likelihood functionals have been introduced [20,23], and they are numerically feasible, although the resulting estimates are not actual ML estimates (except in the trivial noncontextual case of pixel independence) [20]. Moreover the pseudo-likelihood approximation may underestimate the interactions between pixels and can provide unsatisfactory results unless the interactions are suitably weak [21,23]. Pseudo-likelihood approaches have also been developed in conjunction with mean-field approximations [26], with the expectationmaximization (EM) [21,39], the Metropolis–Hastings [40], and the ICE [21] algorithms, with Monte Carlo simulations [41], or with multi-resolution analysis [42]. In Ref. [20] a pseudo-likelihood approach is plugged into the ICM energy minimization strategy, by iteratively alternating the update of the contextual clustering map and the update of the parameter values. In Ref. [10] this method is integrated with EM in the context of multiresolution MRFs. A related technique is the ‘‘coding method,’’ which is based on a pseudo-likelihood functional computed over a subset of pixels, although these subsets depend on the choice of suitable coding strategies [34]. Several empirical or ad hoc estimators have also been developed. In Ref. [33] a family of MRF models with polynomial energy functions is proved to be dense in the space of all MRFs and is endowed with a case-specific estimation scheme based on the method of moments. In Ref. [43] a least-square approach is proposed for Ising-type and Potts-type MRF models [22], and it formulates an overdetermined system of linear equations relating the unknown parameters with a set of relative frequencies of pixel-label configurations. The combination of this method with EM is applied in Ref. [44] for sonar image segmentation purposes. A simpler but conceptually similar approach is adopted in Ref. [12] and is combined with ICE: a simple algebraic empirical estimator for a one-parameter spatial MRF model is developed and it directly relates the parameter value with the relative frequencies of several class-label configurations in the image. On the other hand, the literature about MRF parameter-setting for supervised image classification is very limited. Any unsupervised MRF parameter estimator can also naturally be applied to a supervised problem, by simply neglecting the training data in the estimation process. However, only a few techniques have been proposed so far, effectively exploiting the available training information for MRF parameter-optimization purposes as well. In particular, a heuristic algorithm is developed in Ref. [7] aiming to optimize automatically the parameters of a multi-temporal MRF model for a joint supervised classification of two-date imagery, and a genetic approach is combined in Ref. [45] with simulated annealing [3] for the estimation of the parameters of a spatial MRF model for multi-source classification.
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2.3



Supervised MRF-Based Classification



2.3.1



MRF Models for Image Classification



Let I ¼ {x1, x2, . . . , xN} be a given n-band remote-sensing image, modeled as a set of N identically distributed n-variate random vectors. We assume M thematic classes v1, v2, . . . , vM to be present in the image and we denote the resulting set of classes by V ¼ {v1, v2, . . . , vM} and the class label of the k-th image pixel (k ¼ 1, 2, . . . , N) by sk 2 V. By operating in the context of supervised image classification, we assume a training set to be available, and we denote the index set of the training pixels by T  {1, 2, . . . , N} and the corresponding true class label of the k-th training pixel (k 2 T) by sk*. When collecting all the feature vectors of the N image pixels in a single (N  n)-dimensional column vector1 X ¼ col[x1, x2, . . . , xN] and all the pixel labels in a discrete random vector S ¼ (s1, s2, . . . , SN) 2 VN, the MAP decision rule (i.e., the Bayes rule for minimum classification error [46]) assigns to the image ~, which maximizes the joint posterior probability P(SjX), that is, data X the label vector S ~ ¼ arg max P(SjX) ¼ arg max ½p(XjS)P(S) S S2VN



S2VN



(2:1)



where p(XjS) and P(S) are the joint probability density function (PDF) of the global feature vector X conditioned to the label vector S and the joint probability mass function (PMF) of the label vector itself, respectively. The MRF approach offers a computationally tractable solution to this maximization problem by passing from a global model for the statistical dependence of the class labels to a model of the local image properties, defined according to a given neighborhood system [2,3]. Specifically, for each k-th image pixel, a neighborhood Nk  {1, 2, . . . , N} is assumed to be defined, such that, for instance, Nk includes the four (firstorder neighborhood) or the eight (second-order neighborhood) pixels surrounding the k-th pixel (k ¼ 1, 2, . . . , N). More formally, a neighborhood system is a collection {Nk}kN¼ 1 of subsets of pixels such that each pixel is outside its neighborhood (i.e., k 2 = Nk for all k ¼ 1, 2, . . . , N) and neighboring pixels are always mutually neighbors (i.e., k 2 Nh if and only if h 2 Nk for all k,h ¼ 1, 2, . . . , N, k ¼ 6 h). This simple discrete topological structure attached to the image data is exploited in the MRF framework to model the statistical relationships between the class labels of spatially distinct pixels and to provide a computationally affordable solution to the global MAP classification problem of Equation 2.1. Specifically, we assume the feature vectors x1, x2, . . . , xN to be conditionally independent and identically distributed with PDF p(xjs) (x 2 Rn, s 2 V), that is [2], p(XjS) ¼



N Y



p(xk jsk )



(2:2)



k¼1



and the joint prior PMF P(S) to be a Markov random field with respect to the abovementioned neighborhood system, that is [2,3], .



the probability distribution of each k-th image label, conditioned to all the other image labels, is equivalent to the distribution of the k-th label conditioned only to the labels of the neighboring pixels (k ¼ 1, 2, . . . , N):



1 All the vectors in the chapter are implicitly assumed to be column vectors, and we denote by ui the i-th component of an m-dimensional vector u 2 Rm (i ¼ 1, 2, . . . , m), by ‘‘col’’ the operator of column vector juxtaposition (i.e., col [u,v] is the vector obtained by stacking the two vectors u 2 Rm and v 2 Rn in a single (m þ n)-dimensional column vector), and by the superscript ‘‘T’’ the matrix transpose operator.
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P{sk ¼ vi jsh : h 6¼ k} ¼ P{sk ¼ vi jsh : h 2 Nk }, .



i ¼ 1, 2, . . . , M



(2:3)



the PMF of S is a strictly positive function on VN, that is, P(S) > 0 for all S 2 VN.



The Markov assumption expressed by Equation 2.3 allows restricting the statistical relationships among the image labels to the local relationships inside the predefined neighborhood, thus greatly simplifying the spatial-contextual model for the label distribution as compared to a generic global model for the joint PMF of all the image labels. However, as stated in the next subsection, due to the so-called Hammersley–Clifford theorem, despite this strong analytical simplification, a large class of contextual models can be accomplished under the MRF formalism. 2.3.2



Energy Functions



Given the neighborhood system {Nk}kN¼ 1 , we denote by ‘‘clique’’ a set Q of pixels (Q  {1, 2, . . . , N}) such that, for each pair (k, h) of pixels in Q, k and h turn out to be mutually neighbors, that is, k 2 Nh



() h 2 Nk



8k, h 2 Q,



k 6¼ h



(2:4)



By marking the collection of all the cliques in the adopted neighborhood system by Q and the vector of the pixel labels in the clique Q 2 Q (i.e., SQ ¼ col[sk:k 2 Q]) by SQ, the Hammersley–Clifford theorem states that the label configuration S is an MRF if and only if, for any clique Q 2 Q there exists a real-valued function VQ (SQ) (usually named ‘‘potential function’’) of the pixel labels in Q, so that the global PMF of S is given by the following Gibbs distribution [3]: P(S) ¼



1 Zprior



  Uprior (S) exp  , Q



where: Uprior (S) ¼



X



VQ (SQ )



(2:5)



Q2Q



Q is a positive parameter, and Zprior is a normalizing constant. Because of the formal similarity between the probability distribution in Equation 2.5 and the well-known Maxwell–Boltzmann distribution introduced in statistical mechanics for canonical ensembles [47], Uprior (), Q, and Zprior are usually named ‘‘energy function,’’ ‘‘temperature,’’ and ‘‘partition function,’’ respectively. A very large class of statistical interactions among spatially distinct pixels can be modeled in this framework, by simply choosing a suitable function Uprior (), which makes the MRF approach highly flexible. In addition, when coupling the Hammersley–Clifford formulation of the prior PMF P(S) with the conditional independence assumption stated for the conditional PDF p(XjS) (see Equation 2.2), an energy representation also holds for the global posterior distribution P(SjX), that is [2], P(SjX) ¼



  Upost (SjX) exp  Q Zpost,X 1



(2:6)



where Zpost,X is a normalizing constant and Upost () is a posterior energy function, given by: Upost (SjX) ¼ Q



N X k¼1



ln p(xk jsk ) þ



X



VQ (SQ )



(2:7)



Q2Q



This formulation of the global posterior probability allows addressing the MAP classification task as the minimization of the energy function Upost(jX), which is locally
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defined, according to the pixelwise PDF of the feature vectors conditioned to the class labels and to the collection of the potential functions. This makes the maximization problem of Equation 2.1 tractable and allows a contextual classification map of the image I to be feasibly generated. However, the (prior and posterior) energy functions are generally parameterized by several real parameters l1, l2, . . . , lL. Therefore, the solution of the minimum-energy problem requires the preliminary selection of a proper value for the parameter vector l ¼ (l1, l2, . . . , lL)T. As described in the next subsections, in the present chapter, we address this parameter-setting issue with regard to a broad family of MRF models, which have been employed in the remote-sensing literature, and to the ICM minimization strategy for the energy function. 2.3.3



Operational Setting of the Proposed Method



Among the techniques proposed in the literature to deal with the task of minimizing the posterior energy function (see Section 2.1), in the present chapter ICM is adopted as a trade-off between the effectiveness of the minimization process and the computation time [5,7], and it is endowed with an automatic parameter-setting stage. Specifically, ICM is 0 T initialized with a given label vector S0 ¼ (s10, s20, . . . , sN ) (e.g., generated by a previously applied noncontextual supervised classifier) and it iteratively modifies the class labels to decrease the energy function. In particular, by marking by Ck the set of the neighbor labels of the k-th pixel (i.e., the ‘‘context’’ of the k-th pixel, Ck ¼ col[sh:h 2 Nk]), at the t-th ICM iteration, the label sk is updated according to the feature vector xk and to the current neighboring labels Ckt, so that skt þ 1 is the class label vi that minimizes a local energy function Ul (vijxk,Ckt) (the subscript l is introduced to stress the dependence of the energy on the parameter vector l). More specifically, given the neighborhood system, an energy representation can also be proved for the local distribution of the class labels, that is, (i ¼ 1, 2, . . . , M; k ¼ 1, 2, . . . , N) [9]:   1 Ul (vi jxk , Ck ) P{sk ¼ vi jxk , Ck } ¼ exp  (2:8) Zkl Q where Zkl is a further normalizing constant and the local energy is defined by X Ul (vi jxk , Ck ) ¼ Q ln p(xk jvi ) þ VQ (SQ )



(2:9)



Q3k



Here we focus on the family of MRF models whose local energy functions Ul() can be expressed as weighted sums of distinct energy contributions, that is, Ul (vi jxk , Ck ) ¼



L X



l‘ E ‘ (vi jxk , Ck ), k ¼ 1, 2, . . . , N



(2:10)



‘¼1



where E ‘() is the ‘-th contribution and the parameter l‘ plays the role of the weight of E ‘() (‘ ¼ 1, 2, . . . , L). A formal comparison between Equation 2.9 and Equation 2.10 suggests that one of the considered L contributions (say, E 1()) should be related to the pixelwise conditional PDF of the feature vector (i.e., E 1(vijxk) /  ln p(xkjvi)), which formalizes the spectral information associated with each single pixel. From this viewpoint, postulating the presence of (L  1) further contributions implicitly means that (L  1) typologies of contextual information are modeled by the adopted MRF and are supposed to be separable (i.e., combined in a purely additive way) [7]. Formally speaking, Equation 2.10
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represents a constraint on the energy function, but most MRF models employed in remote sensing for classification, change detection, or segmentation purposes belong to this category. For instance, the pairwise interaction model described in Ref. [2], the wellknown spatial Potts MRF model employed in Ref. [17] for change detection purposes and in Ref. [5] for hyperspectral data classification, the spatio-temporal MRF model introduced in Ref. [7] for multi-date image classification, and the multi-source classification models defined in Ref. [9] belong to this family of MRFs. 2.3.4



The Proposed MRF Parameter Optimization Method



With regard to the class of MRFs identified by Equation 2.10, the proposed method employs the training data to identify a set of parameters for the purpose of maximizing the classification accuracy by exploiting the linear relation between the energy function and the parameter vector. When focusing on the first ICM iteration, the k-th training sample (k 2 T) is correctly classified by the minimum-energy rule if: Ul (sk jxk , C0k )  Ul (vi jxk , C0k )



8vi 6¼ s*k



(2:11)



or equivalently: L X



  l‘ E ‘ (vi jxk , C0k )  E ‘ (s*k jxk , C0k )  0



8vi 6¼ s*k



(2:12)



‘¼1



We note that the inequalities in Equation 2.12 are linear with respect to l, that is, the correct classification of a training pixel is expressed as a set of (M  1) linear inequalities with respect to the model parameters. More formally, when collecting the energy differences contained in Equation 2.12 in a single L-dimensional column vector:  «ki ¼ col E ‘ (vi jxk , C0k )  E ‘ (s*k jxk , C0k ): ‘ ¼ 1, 2, . . . , L



(2:13)



the k-th training pixel is correctly classified by ICM if «Tki l  0 for all the class labels vi 6¼ sk* (k 2 T). By denoting by E the matrix obtained by juxtaposing all the row vectors «kiT (k 2 T, vi 6¼ sk*), we conclude that ICM correctly classifies the whole training set T if and only if2: El  0



(2:14)



Operatively, the matrix E includes all the coefficients (i.e., the energy differences) of the linear inequalities in Equation 2.12; hence, E has L columns and has a row for each inequality, that is, it has (M  1) rows for each training pixel (corresponding to the (M  1) class labels, which are different from the true label). Therefore, denoting by jTj the number of training samples (i.e., the cardinality of T), E is an (R  L)-sized matrix, with R ¼ jTj (M  1). Since R L, the system in Equation 2.14 presents a number of inequalities, which is much larger than the number of unknown variables. In particular, a feasible approach would lie in formulating the matrix inequality in Equation 2.14 as an equality E l ¼ b, where binRR is a ‘‘margin’’ vector with positive components, to solve such equality by a minimum square error (MSE) approach [24]. However, MSE would require a preliminary manual choice of margin vector b. Therefore, we avoid using this approach, and note that this problem is formally identical to the problem of computing 2



Given two m-dimensional vectors, u and v (u, v 2 Rm), we write u  v to mean ui  vi for all i ¼ 1, 2, . . . , m.
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the weight parameters of a linear binary discriminant function [24]. Hence, we propose to address the solution of Equation 2.14 by extending to the present context the methods described in the literature to compute such a linear discriminant function. In particular, we adopt the Ho–Kashyap method [24]. This approach jointly optimizes both l and b according to the following quadratic programing problem [24]: 8 > kEl  bk2 < min l ,b L R > :l 2 R ,b 2 R br > 0 for r ¼ 1, 2, . . . , R



(2:15)



which is solved by alternating iteratively an MSE step to update l and a gradientlike descent step to update b [24]. Specifically, the following operations are performed at the t-th step (t ¼ 0, 1, 2, . . . ) of the Ho–Kashyap procedure [24]: .



given the current margin vector bt, compute a corresponding parameter vector lt by minimizing kE l  btk2 with respect to l, that is, compute: lt ¼ E# bt , where E# ¼ (ET E)1 ET



(2:16)



is the so-called pseudo-inverse of E (provided that ETE is nonsingular) [48] . .



compute the error vector et ¼ Elt  bt 2 RR update each component of the margin vector by minimizing kElt  bk2 with respect to b by a gradient-like descent step that allows the margin components only to be increased [24], that is, compute



brtþ1 ¼







btr þ retr btr



if etr > 0 if etr  0



r ¼ 1, 2, . . . , R



(2:17)



where r is a convergence parameter. In particular, the proposed approach to the MRF parameter-setting problem allows exploiting the known theoretical results about the Ho–Kashyap method in the context of linear discriminant functions. Specifically, one can prove that, if the matrix inequality in Equation 2.14 has solutions and if 0 < r < 2, then the Ho–Kashyap algorithm converges to a solution of Equation 2.14 in a finite number t of iterations (i.e., we obtain et ¼ 0 and consequently bt þ 1 ¼ bt and Elt ¼ bt  0) [24]. On the other hand, if the inequality in Equation 2.14 has no solution, it is possible to prove that each component ert of the error vector (r ¼ 1, 2, . . . , R) either vanishes for t ! þ1 or takes on nonpositive values, while the error magnitude ketk converges to a positive limit, which is bounded away from zero; in the latter situation, according to the Ho – Kashyap iterative procedure, the algorithm stops, and one can conclude that the matrix inequality in Equation 2.14 has no solution [46]. Therefore, the convergence (either finite-time or asymptotic) of the proposed parameter-setting method is guaranteed in any case. However, it is worth noting that the number t of iterations required to reach convergence in the first case or the number t0 of iterations needed to detect the nonexistence of a solution of Equation 2.14 in the second case are not known in advance. Hence, specific stop conditions are usually adopted for the Ho–Kashyap procedure, for instance, by stopping the iterative process when j l‘tþ1  lt‘ j < «stop for all ‘ ¼ 1, 2, . . . , L and jbrtþ1brtj< «stop for all r ¼ 1, 2, . . . , R, where «stop is a given threshold (in the present
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chapter, «stop ¼ 0.0001 is used). The algorithm has been initialized by setting unitary values for all the components of l and b and by choosing r ¼ 1. Coupling the proposed Ho–Kashyap-based parameter-setting method with the ICM classification approach results in an automatic contextual supervised classification approach (hereafter marked by HK–ICM), which performs the following processing steps: .



Noncontextual step: generate an initial noncontextual classification map (i.e., an initial label vector S0) by applying a given supervised noncontextual (e.g., Bayesian or neural) classifier;



.



Energy-difference step: compute the energy-difference matrix E according to the adopted MRF model and to the label vector S0; Ho–Kashyap step: compute an optimal parameter vector l* by running the Ho–Kashyap procedure (applied to the matrix E) up to convergence; and



.



.



ICM step: generate a contextual classification map by running ICM (fed with the parameter vector l* ) up to convergence.



A block diagram of the proposed contextual classification scheme is shown in Figure 2.1. It is worth noting that, according to the role of the parameters as weights of energy contributions, negative values for l*1, l*2 , . . . , L* would be undesirable. To prevent this issue, we note that, if all the entries in a given row of the matrix E are negative,



Multiband image



Training map



Noncontextual step: generation of an initial noncontextual classification map S0 Energy-difference step: computation of the matrix E E Ho–Kashyap step: computation of the optimal parameter vector l* l*



ICM step: contextual classification of the input image



Contextual classification map



FIGURE 2.1 Block diagram of the proposed contextual classification scheme.
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the corresponding inequality cannot be satisfied by a vector l with positive components. Therefore, before the application of the Ho–Kashyap step, the rows of E containing only negative entries are cancelled, as such rows would represent linear inequalities that could not be solved by positive parameter vector solutions. In other words, each deleted row corresponds to a training pixel k 2 T, so that a class vi 6¼ sk* has a lower energy than the true class label sk* for all possible positive values of the parameters l1, l2, . . . , lL (therefore, its classification is wrong).



2.4



Experimental Results



The proposed HK–ICM method was tested on three different MRF models, each applied to a distinct real data set. In all the cases, the results provided by ICM, endowed with the proposed automatic parameter-optimization method, are compared with the ones that can be achieved by performing an exhaustive grid search for the parameter values yielding the highest accuracies on the training set; operationally, such parameter values can be obtained by a ‘‘trial-and-error’’ procedure (TE–ICM in the following). Specifically, in all the experiments, spatially distinct training and test fields were available for each class. We note that the highest training-set (and not test-set) accuracy is searched for by TE–ICM to perform a consistent comparison with the proposed method, which deals only with the available training samples. A comparison between the classification accuracies of HK–ICM and TE–ICM on such a set of samples aims at assessing the performances of the proposed method from the viewpoint of the MRF parameter-optimization problem. On the other hand, an analysis of the test-set accuracies allows one to assess the quality of the resulting classification maps. Correspondingly, Table 2.1 through Table 2.3 show, for the three experiments, the classification accuracies provided by HK–ICM and those given by TE–ICM on both the training and the test sets. In all the experiments, 10 ICM iterations were sufficient to reach convergence, and the Ho–Kashyap algorithm was initialized by setting a unitary value for all the MRF parameters (i.e., by initially giving the same weight to all the energy contributions).



TABLE 2.1 Experiment I: Training and Test-Set Cardinalities and Classification Accuracies Provided by the Noncontextual GMAP Classifier, by HK–ICM, and by TE–ICM



Class Wet soil Urban Wood Water Bare soil Overall accuracy Average accuracy



Test-Set Accuracy Training-Set Accuracy Training Test Samples Samples GMAP (%) HK–ICM (%) TE–ICM (%) HK–ICM (%) TE–ICM (%) 1866 4195 3685 1518 3377



750 2168 2048 875 2586



93.73 94.10 98.19 91.66 97.53



96.93 99.31 98.97 92.69 99.54



96.80 99.45 98.97 92.69 99.54



98.66 97.00 96.85 98.16 99.20



98.61 97.02 96.85 98.22 99.20



95.86



98.40



98.42



97.80



97.81



95.04



97.49



97.49



97.97



97.98



June 2001



October 2000



Image



Wet soil Urban Wood Water Bare soil Overall accuracy Average accuracy Wet soil Urban Wood Water Bare soil Agricultural Overall accuracy Average accuracy



Class



1921 3261 1719 1461 3168 2773



1194 3089 4859 1708 4509



Training Samples



1692 2967 1413 1444 3052 2431



895 3033 3284 1156 3781



Test Samples 79.29 88.30 99.15 98.70 97.70 93.26 92.63 96.75 89.25 94.55 99.72 97.67 82.48 92.68 93.40



DTC (%) 92.63 96.41 99.76 98.70 99.00 98.06 97.30 98.46 92.35 98.51 99.72 99.34 83.42 94.61 95.30



HK–ICM (%)



Test-Set Accuracy



91.84 99.04 99.88 98.79 99.34 98.81 97.78 98.94 94.00 98.51 99.79 99.48 83.67 95.13 95.73



TE–ICM (%)



96.15 94.59 99.96 99.82 98.54 98.15 97.81 99.64 98.25 96.74 99.93 98.77 99.89 98.86 98.87



HK–ICM (%)



94.30 96.89 99.98 99.82 98.91 98.59 97.98 99.74 99.39 98.08 100 98.90 99.96 99.34 99.34



TE–ICM (%)



Training-Set Accuracy



Experiment II: Training and Test-Set Cardinalities and Classification Accuracies Provided by the Noncontextual DTC Classifier, by HK–ICM, and by TE–ICM



TABLE 2.2
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Wet soil Bare soil Overall accuracy Average accuracy Wet soil Bare soil Overall accuracy Average accuracy Wet soil Bare soil Overall accuracy Average accuracy



April 16



5082 1927



5082 1163



5082 2122



6205 1346



6205 1469



6205 1920



90.38 91.70 90.74 91.04 93.33 99.66 94.51 96.49 86.80 97.41 89.92 92.10



DTC (%) 99.19 92.42 97.33 95.81 99.17 100 99.33 99.59 97.28 96.80 97.14 97.04



HK–ICM (%)



Test-Set Accuracy



96.79 95.28 96.38 96.04 97.93 100 98.32 98.97 92.84 98.26 94.43 95.55



TE–ICM (%)



100 99.93 99.99 99.96 100 99.52 99.91 99.76 100 98.70 99.69 99.35



HK–ICM (%)



100 100 100 100 100 100 100 100 100 99.95 99.99 99.97



TE–ICM (%)



Training-Set Accuracy
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April 18



April 17



Class



Image



Test Samples



Training Samples



Experiment III: Training and Test-Set Cardinalities and Classification Accuracies Provided by the Noncontextual DTC Classifier, by HK–ICM, and by TE–ICM



TABLE 2.3
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Experiment I: Spatial MRF Model for Single-Date Image Classification



The spatial MRF model described in Refs. [5,17] is adopted: it employs a second-order neighborhood (i.e., Ck includes the labels of the 8 pixels surrounding the k-th pixel; k ¼ 1, 2, . . . , N) and a parametric Gaussian N(mi, Si) model for the PDF p(xkjvi) of a feature vector xk conditioned to the class vi (i ¼ 1, 2, . . . , M; k ¼ 1, 2, . . . , N). Specifically, two energy contributions are defined, that is, a ‘‘spectral’’ energy term E1(), related to the information conveyed by the conditional statistics of the feature vector of each single pixel and a ‘‘spatial’’ term E2(), related to the information conveyed by the correlation among the class labels of neighboring pixels, that is, (k ¼ 1, 2, . . . , N): X ^ i, ^ 1 (xk  m ^ i )T  ^ i ) þ lndet E 2 (vi j Ck ) ¼  d(vi , vj ) (2:18) E 1 (vi j xk ) ¼ (xk  m i vj 2Ck



^ i are a sample-mean estimate and a sample-covariance estimate of the ^ i and S where m conditional mean mi and of the conditional covariance matrix Si, respectively, computed using the training samples of vi (i ¼ 1, 2, . . . , M); d (, ) is the Kronecker delta function (i.e., d(a, b) ¼ 1 for a ¼ b and d(a, b) ¼ 0 for a 6¼ b). Hence, in this case, two parameters, l1 and l2, have to be set. The model was applied to a 6 -band 870  498 pixel-sized Landsat-5 TM image acquired in April, 1994, over an urban and agricultural area around the town of Pavia (Italy) (Figure 2.2a), and presenting five thematic classes (i.e., ‘‘wet soil,’’ ‘‘urban,’’ ‘‘wood,’’ ‘‘water,’’ and ‘‘bare soil;’’ see Table 2.1). The above-mentioned normality assumption for the conditional PDFs is usually accepted as a model for the class statistics in optical data [49,50]. A standard noncontextual MAP classifier with Gaussian classes (hereafter denoted simply by GMAP) [49,50] was adopted in the noncontextual step. The Ho–Kashyap step required 31716 iterations to reach convergence and selected l*1 ¼ 0.99 and l2* ¼ 10.30. The classification accuracies provided by GMAP and HK–ICM on the test set are given in Table 2.1. GMAP already provides good classification performances, with accuracies higher than 90% for all the classes. However, as expected, the contextual HK–ICM classifier further improves the classification result, in particular, yielding, a 3.20% accuracy increase for ‘‘wet soil’’ and a 5.21% increase for ‘‘urban,’’ which result in a 2.54% increase in the overall accuracy (OA, i.e., the percentage of correctly classified test samples) and in a 2.45% increase in the average accuracy (AA, i.e., the average of the accuracies obtained on the five classes). Furthermore, for the sake of comparison, Table 2.1 also shows the results obtained by the contextual MRF–ICM classifier, applied by using a standard ‘‘trial-and-error’’ parametersetting procedure (TE–ICM). Specifically, fixing3 l1 ¼ 1, the value of l2 yielding the highest value of OA on the training set has been searched exhaustively in the range [0,20] with discretization step 0.2. The value selected exhaustively by TE–ICM was l2 ¼ 11.20, which is quite close to the value computed automatically by the proposed procedure. Accordingly, the classification accuracies obtained by HK–ICM and TE–ICM on both the training and test sets were very similar (Table 2.1). 2.4.2 Experiment II: Spatio-Temporal MRF Model for Two-Date Multi-Temporal Image Classification As a second experiment, we addressed the problem of supervised multi-temporal classification of two co-registered images, I0 and I1, acquired over the same ground area at 3 According to the minimum-energy decision rule, this choice causes no loss of generality, as the classification result is affected only by the relative weight l2/l1 between the two parameters and not by their absolute values.
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(a)



(b)



(c) FIGURE 2.2 Data sets employed for the experiments: (a) band TM-3 of the multi-spectral image acquired in April, 1994, and employed in Experiment I; (b) ERS-2 channel (after histogram equalization) of the multi-sensor image acquired in October, 2000, and employed in Experiment II; (c) XSAR channel (after histogram equalization) of the SAR multi-frequency image acquired in April 16, 1994, and employed in Experiment III.



different times, t0 and t1 (t1 > t0). Specifically, the spatio-temporal mutual MRF model proposed in Ref. [7] is adopted that introduces an energy function taking into account both the spatial context (related to the correlation among neighboring pixels in the same image) and the temporal context (related to the correlation between distinct images of the same area). Let us denote by Mj, xjk, and vji the number of classes in Ij, the feature vector of the k-th pixel in Ij (k ¼ 1, 2, . . . , N), and the i-th class in Ij (i ¼ 1, 2, . . . , Mj), respectively
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( j ¼ 0,1). Focusing, for instance, on the classification of the first-date image I0, the context of the k-th pixel includes two distinct sets of labels: (1) the set S0k of labels of the spatial context, that is, the labels of the 8 pixels surrounding the k-th pixel in I0, and (2) the set T0k of labels of the temporal context, that is, the labels of the pixels lying in I1 inside a 3  3 window centered on the k-th pixel (k ¼ 1, 2, . . . , N) [7]. Accordingly, three energy contributions are introduced, that is, a spectral and a spatial term (as in Experiment I), and an additional temporal term, that is, (i ¼ 1, 2, . . . , M0; k ¼ 1, 2, . . . , N): X p(x0k jv0i ), E 2 (v0i jS0k ) ¼  d(v0i , v0j ) E 1 (v0i jx0k ) ¼  ln ^ v0j 2S0k



E 3 (v0i jT0k ) ¼ 



X



^ (v0i jv1j ) P



(2:19)



v1j 2T0k



where ^ p(x0kjv0i) is an estimate of the PDF p(x0kjv0i) of a feature vector x0k (k ¼ 1, 2, . . . , N) ^ (v0ijv1j) is an estimate of the transition probability conditioned to the class v0i, and P between class v1j at time t1 and class v0i at time t0 (i ¼ 1, 2, . . . , M0 ; j ¼ 1, 2, . . . , M1) [7]. A similar 3-component energy function is also introduced at the second date; hence, three parameters have to be set at date t0 (namely, l01, l02, and l03) and three other parameters at date t1 (namely, l11, l12, and l13). In the present experiment, HK–ICM was applied to a two-date multi-temporal data set, consisting of two 870  498 pixel-sized images acquired over the same ground area as in Experiment I in October, 2000 and July, 2001, respectively. At both acquisition dates, eight Landsat-7 ETMþ bands were available, and a further ERS-2 channel (C-band, VV polarization) was also available in October, 2000 (Figure 2.2b). The same five thematic classes, as considered in Experiment I were considered in the October, 2000 scene, while the July, 2001 image also presented a further ‘‘agricultural’’ class. For all the classes, training and test data were available (Table 2.2). Due to the multi-sensor nature of the October, 2000 image, a nonparametric technique was employed in the noncontextual step. Specifically, the dependence tree classifier (DTC) approach was adopted that approximates each multi-variate class-conditional PDF as a product of automatically selected bivariate PDFs [51]. As proposed in Ref. [7], the Parzen window method [30], applied with Gaussian kernels, was used to model such bivariate PDFs. In particular, to avoid the usual ‘‘trial-and-error’’ selection of the kernelwidth parameters involved by the Parzen method, we adopted the simple ‘‘reference density’’ automatization procedure, which computes the kernel width by asymptotically minimizing the ‘‘mean integrated square error’’ functional, according to a given reference model for the unknown PDF (for further details on the automatic kernel-width selection for Parzen density estimation, we refer the reader to Refs. [52,53]). The ‘‘reference density’’ approach is chosen for its simplicity and short computation time; in particular, it is applied according to a Gaussian reference density for the kernel widths of the ETMþ features [53] and to a Rayleigh density for the kernel widths of the ERS-2 feature (for further details on this SAR-specific kernel-width selection approach, we refer the reader to Ref. [54]). The resulting PDF estimates were fed to an MAP classifier together with prior-probability estimates (computed as relative frequencies on the training set) to generate an initial noncontextual classification map for each date. During the noncontextual step, transition-probability estimates were computed as ^ (v0ijv1j) was computed as the ratio relative frequencies on the two initial maps (i.e., P nij/mj between the number nij of pixels assigned both to v0i in I0 and to v1j in I1 and the total number mj of pixels assigned to v1j in I1; i ¼ 1, 2, . . . , M0 ; j ¼ 1, 2, . . . , M1). The energy-difference and the Ho–Kashyap steps were applied first to the October,
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2000 image, converging to (1.06,0.95,1.97) in 2632 iterations, and then to the July, 2001 image, converging to (1.00,1.00,1.01) in only 52 iterations. As an example, the convergent behavior of the parameter values during the Ho–Kashyap iterations for the October, 2000 image is shown in Figure 2.3. The classification accuracies obtained by ICM, applied to the spatio-temporal model of Equation 2.19 with these parameter values, are shown in Table 2.2, together with the results of the noncontextual DTC algorithm. Also in this experiment, HK–ICM provided good classification accuracies at both dates, specifically yielding large accuracy increases for several classes as compared with the noncontextual DTC initialization (in particular, ‘‘urban’’ at both dates, ‘‘wet soil’’ in October, 2000, and ‘‘wood’’ in June, 2001). Also for this experiment, we compared the results obtained by HK–ICM with the ones provided by the MRF–ICM classifier with a ‘‘trial-and-error’’ parameter setting (TE–ICM, Table 2.2). Fixing l01 ¼ l11 ¼ 1 (as in Experiment I) at both dates, a grid search was performed to identify the values of the other parameters that yielded the highest overall accuracies on the training set at the two dates. In general, this would require an interactive optimization of four distinct parameters (namely, l02, l03, l12, and l13). To reduce the time taken by this interactive procedure, the restrictions l02 ¼ l12 and l03 ¼ l13 were adopted, thus assigning the same weight l2 to the two spatial energy contributions and the same weight l3 to the two temporal contributions, and performing a grid search in a two-dimensional (and not fourdimensional) space. The adopted search range was [0,10] for both parameters with discretization step 0.2: for each combination of (l2, l3), ICM was run until convergence and the resulting classification accuracies on the training set were computed. A global maximum of the average of the two training-set OAs obtained at the two dates was reached for l2 ¼ 9.8 and l3 ¼ 2.6: the corresponding accuracies (on both the training and test sets) are shown in Table 2.2. This optimal parameter vector turns out to be quite different from the solution automatically computed by the proposed method. The training-set accuracies of TE–ICM are better than the ones of HK–ICM; however, the difference between the OAs provided on the training set by the two approaches is only 0.44% in October, 2000 and 0.48% in June, 2001, and the differences between the AAs are only 0.17% and 0.47%, respectively. This suggests that, although identifying different parameter solutions, the proposed automatic approach and the standard interactive one allow achieving similar classification performances. A similar small difference of performance can also be noted between the corresponding test-set accuracies.
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Ho–Kashyap iteration FIGURE 2.3 Experiment II: Plots of behaviors of the ‘‘spectral’’ parameter l01, the ‘‘spatial’’ parameter l02, and the ‘‘temporal’’ parameter l03 versus the number of Ho–Kashyap iterations for the October, 2000, image.
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2.4.3 Experiment III: Spatio-Temporal MRF Model for Multi-Temporal Classification of Image Sequences As a third experiment, HK–ICM was applied to the multi-temporal mutual MRF model (see Section 2.2) extended to the problem of supervised classification of image sequences [7]. In particular, considering, a sequence {I0, I1, I2} of three co-registered images acquired over the same ground area at times t0, t1, t2, respectively (t0 < t1 < t2), the mutual model is generalized by introducing an energy function with four contributions at the intermediate date t1, that is, a spectral and a spatial energy term (namely, E1() and E2()) expressed as in Equation 2.19 and two distinct temporal energy terms, E3() and E4(), related to the backward temporal correlation of I1 with the previous image I0 and to the forward temporal correlation of I1 with I2, respectively [7]. For the first and last images in the sequence (i.e., I0 and I2), only one typology of temporal energy is well defined (in particular, only the forward temporal energy E3() for I0 and only the backward energy E4() for I2). All the temporal energy terms are computed in terms of transition probabilities, as in Equation 2.19. Therefore, four parameters (l11, l12, l13, and l14) have to be set at date t1, while only three parameters are needed at date t0 (namely, l01, l02, and l03) or at date t2 (namely, l21, l22, and l24). Specifically, a sequence of three 700  280 pixel-sized co-registered multi-frequency SAR images, acquired over an agricultural area near the city of Pavia in April 16, 17, and 18, 1994, was used in the experiment (the ground area is not the same as the one considered in Experiments I and II, although the two regions are quite close to each other). At each date, a 4-look XSAR band (VV polarization) and three 4-look SIR-C-bands (HH, HV, and TP (total power)) were available. The observed scene at the three dates presented two main classes, that is, ‘‘wet soil’’ and ‘‘bare soil,’’ and the temporal evolution of these classes between April 16 and April 18 was due to the artificial flooding processes caused by rice cultivation. The PDF estimates and the initial classification maps were computed using the DTC-Parzen method (as in Experiment II) applied here with a kernel-width optimized according again to the SAR-specific method developed in Ref. [54] and based on a Rayleigh reference density. As in Experiment II, the transition probabilities were estimated as relative frequencies on the initial noncontextual maps. Specifically, the Ho–Kashyap step was applied separately to set the parameters at each date, converging to (0.97,1.23,1.56) in 11510 iterations for April 16, to (1.12,1.03,0.99,1.28) in 15092 iterations for April 17, and to (1.00,1.04,0.97) in 2112 iterations for April 18. As shown in Table 2.3, the noncontextual classification stage already provided good accuracies, but the use of the contextual information allowed a sharp increase in accuracy to be obtained at all the three dates (i.e., þ6.59%, þ4.82%, and þ7.22% in OA for April 16, 17, and 18, respectively, and þ4.77%, þ3.09%, and þ4.94% in AA, respectively), thus suggesting the effectiveness of the parameter values selected by the developed algorithm. In particular, as shown in Figure 2.4 with regard to the April 16 image, the noncontextual DTC maps (e.g., Figure 2.4a) were very noisy, due to the impact of the presence of speckle in the SAR data on the classification results, whereas the contextual HK–ICM maps (e.g., Figure 2.4b) were far less affected by speckle, because of the integration of contextual information in the classification process. It is worth noting that no preliminary despeckling procedure was applied to the input SIR-C/XSAR images before classifying them. Also for this experiment, in Table 2.3, we present the results obtained by searching exhaustively for the MRF parameters yielding the best training-set accuracies. As in Experiment II, for the ‘‘trial-and-error’’ parameter optimization the following restrictions were adopted: l01 ¼ l11 ¼ l21 ¼ 1, l02 ¼ l12 ¼ l22 ¼ l2, and l03 ¼ l13 ¼ l14 ¼ l24 ¼ l3 (i.e., a unitary value was used for the ‘‘spectral’’ parameters, the same weight l2 was assigned to all the spatial energy contributions employed at the three dates, and the same weight l3 was associated with all the temporal energy terms). Therefore, the number of
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(a)



(b) FIGURE 2.4 Experiment III: Classification maps for the April 16, image provided by: (a) the noncontextual DTC classifier; (b) the proposed contextual HK–ICM classifier. Color legend: white ¼ ‘‘wet soil,’’ grey ¼ ‘‘dry soil,’’ black ¼ not classified (not classified pixels are present where the DTC-Parzen PDF estimates exhibit very low values for both classes).



independent parameters to be set interactively was reduced from 7 to 2. Again the search range [0,10] (discretized with step 0.2) was adopted for both parameters and, for each couple (l2, l3), ICM was run up to convergence. Then, the parameter vector yielding the best classification result was chosen. In particular, the average of the three OAs on the training set at the three dates exhibited a global maximum for l2 ¼ 1 and l3 ¼ 0.4. The corresponding accuracies are given in Table 2.3 and denoted by TE–ICM. As noted with regard to Experiment II, although the parameter vectors selected by the proposed automatic procedure and by the interactive ‘‘trial-and-error’’ one were quite different, the classification performances achieved by the two methods on the training set were very similar (and very close or equal to 100%). On the other hand, in most cases the test-set accuracies obtained by HK–ICM are even better than the ones given by TE–ICM. These results can be interpreted as a consequence of the fact that, to make the computation time for the exhaustive parameter search tractable, the above-mentioned restrictions on the parameter values were used when applying TE–ICM, whereas HK–ICM optimized all the MRF parameters, without any need for additional restrictions. The resulting TE–ICM parameters were effective for the classification of the training set (as they were specifically optimized toward this end), but they yielded less accurate results on the test set.



2.5



Conclusions



In the present chapter, an innovative algorithm has been proposed that addresses the problem of the automatization of the parameter-setting operations involved by MRF
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models for ICM-based supervised image classification. The method is applicable to a wide class of MRF models (i.e., the models whose energy functions can be expressed as weighted sums of distinct energy contributions), and expresses the parameter optimization as a linear discrimination problem, solved by using the Ho–Kashyap method. In particular, the theoretical properties known for this algorithm in the context of linear classifier design still holds also for the proposed method, thus ensuring a good convergent behavior. The numerical results proved the capability of HK–ICM to select automatically parameter values that can yield accurate contextual classification maps. These results have been obtained for several different MRF models, dealing both with single-date supervised classification and with multi-temporal classification of two-date or multidate imagery, which suggests a high flexibility of the method. This is further confirmed by the fact that good classification results were achieved on different typologies of remote sensing data (i.e., multi-spectral, optical-SAR multi-source, and multi-frequency SAR) and with different PDF estimation strategies (both parametric and nonparametric). In particular, an interactive choice of the MRF parameters that selects through an exhaustive grid search the parameter values that provide the best performances on the training set yielded results very similar to the ones obtained by the proposed HK–ICM methodology in terms of classification accuracy. Specifically, in the first experiment, HK–ICM automatically identified parameter values quite close to the ones selected by this ‘‘trial-and-error’’ procedure (thus providing a very similar classification map), while in the other experiments, HK–ICM chose parameter values different from the ones obtained by the ‘‘trial-and-error’’ strategy, although generating classification results with similar (Experiment II) or even better (Experiment III) accuracies. The application of the ‘‘trial-and-error’’ approach in acceptable execution times required the definition of suitable restrictions on the parameter values to reduce the dimension of the parameter space to be explored. Such restrictions are not needed by the proposed method, which turns out to be a good compromise between accuracy and level of automatization, as it allows obtaining very good classification results, although avoiding completely the time-consuming phase of ‘‘trial-and-error’’ parameter setting. In addition, in all the experiments, the adopted MRF models yielded a significant increase in accuracy, as compared with the initial noncontextual results. This further highlights the advantages of MRF models, which effectively exploit the contextual information in remote sensing image classification, and further confirms the usefulness of the proposed technique in automatically setting the parameters of such models. The proposed algorithm allows one to overcome the usual limitation on the use of MRF techniques in supervised image classification, consisting in the lack of automatization of such techniques, and supports a more extensive use of this powerful classification approach in remote sensing. It is worth noting that HK–ICM optimizes the MRF parameter vector according to the initial classification maps provided as an input to ICM: the resulting optimal parameters are then employed to run ICM up to convergence. A further generalization of the method would adapt automatically the MRF parameters also during the ICM iterative process by applying the proposed Ho–Kashyap-based method at each ICM iteration or according to a different predefined iterative scheme. This could allow a further improvement in accuracy, although requiring one to run the Ho–Kashyap algorithm not once but several times, thus increasing the total computation time of the contextual classification process. The effect of this combined optimization strategy on the convergence of ICM is an issue worth being investigated.
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3.1



Introduction



Ensemble classification methods train several classifiers and combine their results through a voting process. Many ensemble classifiers [1,2] have been proposed. These classifiers include consensus theoretic classifiers [3] and committee machines [4]. Boosting and bagging are widely used ensemble methods. Bagging (or bootstrap aggregating) [5] is based on training many classifiers on bootstrapped samples from the training set and has been shown to reduce the variance of the classification. In contrast, boosting uses iterative re-training, where the incorrectly classified samples are given more weight in 61
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successive training iterations. This makes the algorithm slow (much slower than bagging) while in most cases it is considerably more accurate than bagging. Boosting generally reduces both the variance and the bias of the classification and has been shown to be a very accurate classification method. However, it has various drawbacks: it is computationally demanding, it can overtrain, and is also sensitive to noise [6]. Therefore, there is much interest in investigating methods such as random forests. In this chapter, random forests are investigated in the classification of hyperspectral and multi-source remote sensing data. A random forest is a collection of classification trees or treelike classifiers. Each tree is trained on a bootstrapped sample of the training data, and at each node in each tree the algorithm only searches across a random subset of the features to determine a split. To classify an input vector in a random forest, the vector is submitted as an input to each of the trees in the forest. Each tree gives a classification, and it is said that the tree votes for that class. In the classification, the forest chooses the class having the most votes (over all the trees in the forest). Random forests have been shown to be comparable to boosting in terms of accuracies, but without the drawbacks of boosting. In addition, the random forests are computationally much less intensive than boosting. Random forests have recently been investigated for classification of remote sensing data. Ham et al. [7] applied them in the classification of hyperspectral remote sensing data. Joelsson et al. [8] used random forests in the classification of hyperspectral data from urban areas and Gislason et al. [9] investigated random forests in the classification of multi-source remote sensing and geographic data. All studies report good accuracies, especially when computational demand is taken into account. The chapter is organized as follows. Firstly random forest classifiers are discussed. Then, two different building blocks for random forests, that is, the classification and regression tree (CART) and the binary hierarchical classifier (BHC) approaches are reviewed. In Section 3.4, random forests with the two different building blocks are discussed. Experimental results for hyperspectral and multi-source data are given in Section 3.5. Finally, conclusions are given in Section 3.6.



3.2



The Random Forest Classifier



A random forest classifier is a classifier comprising a collection of treelike classifiers. Ideally, a random forest classifier is an i.i.d. randomization of weak learners [10]. The classifier uses a large number of individual decision trees, all of which are trained (grown) to tackle the same problem. A sample is decided to belong to the most frequently occurring of the classes as determined by the individual trees. The individuality of the trees is maintained by three factors: 1. Each tree is trained using a random subset of the training samples. 2. During the growing process of a tree the best split on each node in the tree is found by searching through m randomly selected features. For a data set with M features, m is selected by the user and kept much smaller than M. 3. Every tree is grown to its fullest to diversify the trees so there is no pruning. As described above, a random forest is an ensemble of treelike classifiers, each trained on a randomly chosen subset of the input data where final classification is based on a majority vote by the trees in the forest.
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Each node of a tree in a random forest looks to a random subset of features of fixed size m when deciding a split during training. The trees can thus be viewed as random vectors of integers (features used to determine a split at each node). There are two points to note about the parameter m: 1. Increasing the correlation between the trees in the forest by increasing m, increases the error rate of the forest. 2. Increasing the classification accuracy of every individual tree by increasing m, decreases the error rate of the forest. An optimal interval for m is between the somewhat fuzzy extremes discussed above. The parameter m is often said to be the only adjustable parameter to which the forest is sensitive and the ‘‘optimal’’ range for m is usually quite wide [10]. 3.2.1



Derived Parameters for Random Forests



There are three parameters that are derived from the random forests. These parameters are the out-of-bag (OOB) error, the variable importance, and the proximity analysis. 3.2.1.1 Out-of-Bag Error To estimate the test set accuracy, the out-of-bag samples (the remaining training set samples that are not in the bootstrap for a particular tree) of each tree can be run down through the tree (cross-validation). The OOB error estimate is derived by the classification error for the samples left out for each tree, averaged over the total number of trees. In other words, for all the trees where case n was OOB, run case n down the trees and note if it is correctly classified. The proportion of times the classification is in error, averaged over all the cases, is the OOB error estimate. Let us consider an example. Each tree is trained on a random 2/3 of the sample population (training set) while the remaining 1/3 is used to derive the OOB error rate for that tree. The OOB error rate is then averaged over all the OOB cases yielding the final or total OOB error. This error estimate has been shown to be unbiased in many tests [10,11]. 3.2.1.2 Variable Importance For a single tree, run it on its OOB cases and count the votes for the correct class. Then, repeat this again after randomly permuting the values of a single variable in the OOB cases. Now subtract the correctly cast votes for the randomly permuted data from the number of correctly cast votes for the original OOB data. The average of this value over all the forest is the raw importance score for the variable [5,6,11]. If the values of this score from tree to tree are independent, then the standard error can be computed by a standard computation [12]. The correlations of these scores between trees have been computed for a number of data sets and proved to be quite low [5,6,11]. Therefore, we compute standard errors in the classical way: divide the raw score by its standard error to get a z-score, and assign a significance level to the z-score assuming normality [5,6,11]. 3.2.1.3 Proximities After a tree is grown all the data are passed through it. If cases k and n are in the same terminal node, their proximity is increased by one. The proximity measure can be used
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(directly or indirectly) to visualize high dimensional data [5,6,11]. As the proximities are indicators on the ‘‘distance’’ to other samples this measure can be used to detect outliers in the sense that an outlier is ‘‘far’’ from all other samples.



3.3



The Building Blocks of Random Forests



Random forests are made up of several trees or building blocks. The building blocks considered here are CART, which partition the input data, and the BHC trees, which partition the labels (the output).



3.3.1



Classification and Regression Tree



CART is a decision tree where splits are made on a variable/feature/dimension resulting in the greatest change in impurity or minimum impurity given a split on a variable in the data set at a node in the tree [12]. The growing of a tree is maintained until either the change in impurity has stopped or is below some bound or the number of samples left to split is too small according to the user. CART trees are easily overtrained, so a single tree is usually pruned to increase its generality. However, a collection of unpruned trees, where each tree is trained to its fullest on a subset of the training data to diversify individual trees can be very useful. When collected in a multi-classifier ensemble and trained using the random forest algorithm, these are called RF-CART.



3.3.2



Binary Hierarchy Classifier Trees



A binary hierarchy of classifiers, where each node is based on a split regarding labels and output instead of input as in the CART case, are naturally organized in trees and can as such be combined, under similar rules as the CART trees, to form RF-BHC. In a BHC, the best split on each node is based on (meta-) class separability starting with a single metaclass, which is split into two meta-classes and so on; the true classes are realized in the leaves. Simultaneously to the splitting process, the Fisher discriminant and the corresponding projection are computed, and the data are projected along the Fisher direction [12]. In ‘‘Fisher space,’’ the projected data are used to estimate the likelihood of a sample belonging to a meta-class and from there the probabilities of a true class belonging to a meta-class are estimated and used to update the Fisher projection. Then, the data are projected using this updated projection and so forth until a user-supplied level of separation is acquired. This approach utilizes natural class affinities in the data, that is, the most natural splits occur early in the growth of the tree [13]. A drawback is the possible instability of the split algorithm. The Fisher projection involves an inverse of an estimate of the within-class covariance matrix, which can be unstable at some nodes of the tree, depending on the data being considered and so if this matrix estimate is singular (to numerical precision), the algorithm fails. As mentioned above, the BHC trees can be combined to an RF-BHC where the best splits on classes are performed on a subset of the features in the data to diversify individual trees and stabilize the aforementioned inverse. Since the number of leaves in a BHC tree is the same as the number of classes in the data set the trees themselves can be very informative when compared to CART-like trees.
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Different Implementations of Random Forests Random Forest: Classification and Regression Tree



The RF-CART approach is based on CART-like trees where trees are grown to minimize an impurity measure. When trees are grown using a minimum Gini impurity criterion [12], the impurity of two descendent nodes in a tree is less than the parents. Adding up the decrease in the Gini value for each variable over all the forest gives a variable importance that is often very consistent with the permutation importance measure.



3.4.2



Random Forest: Binary Hierarchical Classifier



RF-BHC is a random forest based on an ensemble of BHC trees. In the RF-BHC, a split in the tree is based on the best separation between meta-classes. At each node the best separation is found by examining m features selected at random. The value of m can be selected by trials to yield optimal results. In the case where the number of samples is small enough to induce the ‘‘curse’’ of dimensionality, m is calculated by looking to a user-supplied ratio R between the number of samples and the number of features; then m is either used unchanged as the supplied value or a new value is calculated to preserve the ratio R, whichever is smaller at the node in question [7]. An RF-BHC is uniform regarding tree size (depth) because the number of nodes is a function of the number of classes in the dataset.



3.5



Experimental Results



Random forests have many important qualities of which many apply directly to multi- or hyperspectral data. It has been shown that the volume of a hypercube concentrates in the corners and the volume of a hyper ellipsoid concentrates in an outer shell, implying that with limited data points, much of the hyperspectral data space is empty [17]. Making a collection of trees is attractive, when each of the trees looks to minimize or maximize some information content related criteria given a subset of the features. This means that the random forest can arrive at a good decision boundary without deleting or extracting features explicitly while making the most out of the training set. This ability to handle thousands of input features is especially attractive when dealing with multi- or hyperspectral data, because more often than not it is composed of tens to hundreds of features and a limited number of samples. The unbiased nature of the OOB error rate can in some cases (if not all) eliminate the need for a validation dataset, which is another plus when working with a limited number of samples. In experiments, the RF-CART approach was tested using a FORTRAN implementation of random forests supplied on a web page maintained by Leo Breiman and Adele Cutler [18].



3.5.1



Classification of a Multi-Source Data Set



In this experiment we use the Anderson River data set, which is a multi-source remote sensing and geographic data set made available by the Canada Centre for Remote Sensing
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(CCRS) [16]. This data set is very difficult to classify due to a number of mixed forest type classes [15]. Classification was performed on a data set consisting of the following six data sources: 1. Airborne multispectral scanner (AMSS) with 11 spectral data channels (ten channels from 380 nm to 1100 nm and one channel from 8 mm to 14 mm) 2. Steep mode synthetic aperture radar (SAR) with four data channels (X-HH, X-HV, L-HH, and L-HV) 3. Shallow mode SAR with four data channels (X-HH, X-HV, L-HH, and L-HV) 4. Elevation data (one data channel, where elevation in meters pixel value) 5. Slope data (one data channel, where slope in degrees pixel value) 6. Aspect data (one data channel, where aspect in degrees pixel value) There are 19 information classes in the ground reference map provided by CCRS. In the experiments, only the six largest ones were used, as listed in Table 3.1. Here, training samples were selected uniformly, giving 10% of the total sample size. All other known samples were then used as test samples [15]. The experimental results for random forest classification are given in Table 3.2 through Table 3.4. Table 3.2 shows line by line, how the parameters (number of split variables m and number of trees) are selected. First, a forest of 50 trees is grown for various number of split variables, then the number yielding the highest train accuracy (OOB) is selected, and then growing more trees until the overall accuracy stops increasing is tried. The overall accuracy (see Table 3.2) was seen to be insensitive to variable settings on the interval 10–22 split variables. Growing the forest larger than 200 trees improves the overall accuracy insignificantly, so a forest of 200 trees, each of which considers all the input variables at every node, yields the highest accuracy. The OOB accuracy in Table 3.2 seems to support the claim that overfitting is next to impossible using random forests in this manner. However the ‘‘best’’ results were obtained using 22 variables so there is no random selection of input variables at each node of every tree here because all variables are being considered on every split. This might suggest that a boosting algorithm using decision trees might yield higher overall accuracies. The highest overall accuracies achieved with the Anderson River data set, known to the authors at the time of this writing, have been reached by boosting using j4.8 trees [17]. These accuracies were 100% training accuracy (vs. 77.5% here) and 80.6% accuracy for test data, which are not dramatically higher than the overall accuracies observed here (around 79.0%) with a random forest (about 1.6 percentage points difference). Therefore, even though m is not much less than the total number of variables (in fact equal), the TABLE 3.1 Anderson River Data: Information Classes and Samples Class No. 1 2 3 4 5 6



Class Description



Training Samples



Test Samples



Douglas fir (31–40 m) Douglas fir (21–40 m) Douglas fir þ Other species (31–40 m) Douglas fir þ Lodgepole pine (21–30 m) Hemlock þ Cedar (31–40 m) Forest clearings Total



971 551 548 542 317 1260 4189



1250 817 701 705 405 1625 5503
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TABLE 3.2 Anderson River Data: Selecting m and the Number of Trees Trees



Split Variables



Runtime (min:sec)



OOB acc. (%)



Test Set acc. (%)



68.42 74.00 75.89 76.30 76.01 76.63 77.18 77.51 77.56 77.68 76.65 77.04 77.54 77.66



71.58 75.74 77.63 78.50 78.14 78.10 78.56 79.01 78.81 78.87 78.39 78.34 78.41 78.25



50 1 00:19 50 5 00:20 50 10 00:22 50 15 00:22 50 20 00:24 50 22 00:24 100 22 00:38 200 22 01:06 400 22 02:06 1000 22 05:09 100 10 00:32 200 10 00:52 400 10 01:41 1000 10 04:02 22 split variables selected as the ‘‘best’’ choice



random forest ensemble performs rather well, especially when running times are taken into consideration. Here, in the random forest, each tree is an expert on a subset of the data but all the experts look to the same number of variables and do not, in the strictest sense, utilize the strength of random forests. However, the fact remains that the results are among the best ones for this data set. The training and test accuracies for the individual classes using random forests with 200 trees and 22 variables at each node are given in Table 3.3 and Table 3.4, respectively. From these tables, it can be seen that the random forest yields the highest accuracies for classes 5 and 6 but the lowest for class 2, which is in accordance with the outlier analysis below. A variable importance estimate for the training data can be seen in Figure 3.1, where each data channel is represented by one variable. The first 11 variables are multi-spectral data, followed by four steep-mode SAR data channels, four shallow-mode synthetic aperture radar, and then elevation, slope, and aspect measurements, one channel each. It is interesting to note that variable 20 (elevation) is the most important variable, followed by variable 22 (aspect), and spectral channel 6 when looking at the raw importance (Figure 3.1a), but slope when looking at the z-score (Figure 3.1b). The variable importance for each individual class can be seen in Figure 3.2. Some interesting conclusions can be drawn from Figure 3.2. For example, with the exception of class 6, topographic data TABLE 3.3 Anderson River Data: Confusion Matrix for Training Data in Random Forest Classification (Using 200 Trees and Testing 22 Variables at Each Node) Class No. 1 2 3 4 5 6



1



2



3



4



5



6



%



764 75 32 11 8 81



126 289 62 3 2 69



20 38 430 11 9 40



35 8 21 423 39 16



1 1 0 42 271 2



57 43 51 25 14 1070



78.68 52.45 78.47 78.04 85.49 84.92
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TABLE 3.4 Anderson River Data: Confusion Matrix for Test Data in Random Forest Classification (Using 200 Trees and Testing 22 Variables at Each Node) Class No. 1 2 3 4 5 6



1



2



3



4



5



6



%



1006 87 26 19 7 105



146 439 67 65 6 94



29 40 564 12 7 49



44 23 18 565 45 10



2 0 3 44 351 5



60 55 51 22 14 1423



80.48 53.73 80.46 80.14 86.67 87.57



(channels 20–22) are of high importance and then come the spectral channels (channels 1–11). In Figure 3.2, we can see that the SAR channels (channels 12–19) seem to be almost irrelevant to class 5, but seem to play a more important role for the other classes. They always come third after the topographic and multi-spectral variables, with the exception of class 6, which seems to be the only class where this is not true; that is, the topographic variables score lower than an SAR channel (Shallow-mode SAR channel number 17 or X-HV). These findings can then be verified by classifying the data set according to only the most important variables and compared to the accuracy when all the variables are
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FIGURE 3.1 Anderson river training data: (a) variable importance and (b) z-score on raw importance.
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FIGURE 3.2 Anderson river training data: variable importance for each of the six classes.



included. For example leaving out variable 20 should have less effect on classification accuracy in class 6 than on all the other classes. A proximity matrix was computed for the training data to detect outliers. The results of this outlier analysis are shown in Figure 3.3, where it can be seen that the data set is difficult for classification as there are several outliers. From Figure 3.3, the outliers are spread over all classes—with a varying degree. The classes with the least amount of outliers (classes 5 and 6) are indeed those with the highest classification accuracy (Table 3.3 and Table 3.4). On the other hand, class 2 has the lowest accuracy and the highest number of outliers. In the experiments, the random forest classifier proved to be fast. Using an Intelt Celeront CPU 2.20-GHz desktop, it took about a minute to read the data set into memory, train, and classify the data set, with the settings of 200 trees and 22 split variables when the FORTRAN code supplied on the random forest web site was used [18]. The running times seem to indicate a linear time increase when considering the number of trees. They are seen along with a least squares fit to a line in Figure 3.4. 3.5.1.1 The Anderson River Data Set Examined with a Single CART Tree We look to all of the 22 features when deciding a split in the RF-CART approach above, so it is of interest here to examine if the RF-CART performs any better than a single CART tree. Unlike the RF-CART, a single CART is easily overtrained. Here we prune the CART tree to reduce or eliminate any overtraining features of the tree and hence use three data sets, a training set, testing set (used to decide the level of pruning), and a validation set to estimate the performance of the tree as a classifier (Table 3.5 and Table 3.6).
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FIGURE 3.3 Anderson River training data: outlier analysis for individual classes. In each case, the x-axis (index) gives the number of a training sample and the y-axis the outlier measure.
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FIGURE 3.4 Anderson river data set: random forest running times for 10 and 22 split variables.



1200



C.H. Chen/Image Processing for Remote Sensing 66641_C003 Final Proof page 71



3.9.2007 2:03pm Compositor Name: JGanesan



Random Forest Classification of Remote Sensing Data



71



TABLE 3.5 Anderson River Data Set: Training, Test, and Validation Sets Class Description



Training Samples



Test Samples



Validation Samples



Douglas fir (31–40 m) Douglas fir (21–40 m) Douglas fir þ Other species (31–40 m) Douglas fir þ Lodgepole pine (21–30 m) Hemlock þ Cedar (31–40 m) Forest clearings Total samples



971 551 548 542 317 1260 4189



250 163 140 141 81 325 1100



1000 654 561 564 324 1300 4403



Class No. 1 2 3 4 5 6



As can be seen in Table 3.6 and from the results of the RF-CART runs above (Table 3.2), the overall accuracy is about 8 percentage points higher ( (78.8/70.81)*100 ¼ 11.3%) than the overall accuracy for the validation set in Table 3.6. Therefore, a boosting effect is present even though we need all the variables to determine a split in every tree in the RF-CART. 3.5.1.2 The Anderson River Data Set Examined with the BHC Approach The same procedure was used to select the variable m when using the RF-BHC as in the RF-CART case. However, for the RF-BHC, the separability of the data set is an issue. When the number of randomly selected features was less than 11, it was seen that a singular matrix was likely for the Anderson River data set. The best overall performance regarding the realized classification accuracy turned out to be the same as for the RFCART approach or for m ¼ 22. The R parameter was set to 5, but given the number of samples per (meta-)class in this data set, the parameter is not necessary. This means 22 is always at least 5 times smaller than the number of samples in a (meta-)class during the growing of the trees in the RF-BHC. Since all the trees were trained using all the available features, the trees are more or less the same, the only difference is that the trees are trained on different subsets of the samples and thus the RF-BHC gives a very similar result as a single BHC. It can be argued that the RF-BHC is a more general classifier due to the nature of the error or accuracy estimates used during training, but as can be seen in Table 3.7 and Table 3.8 the differences are small, at least for this data set and no boosting effect seems to be present when using the RF-BHC approach when compared to a single BHC. TABLE 3.6 Anderson River Data Set: Classification Accuracy (%) for Training, Test, and Validation Sets Class Description Douglas fir (31–40 m) Douglas fir (21–40 m) Douglas fir þ Other species (31–40 m) Douglas fir þ Lodgepole pine (21–30 m) Hemlock þ Cedar (31–40 m) Forest clearings Overall accuracy



Training



Test



Validation



87.54 77.50 87.96 84.69 90.54 90.08 86.89



73.20 47.24 70.00 68.79 79.01 81.23 71.18



71.30 46.79 72.01 69.15 77.78 81.00 70.82
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Anderson River Data Set: Classification Accuracies in Percentage for a Single BHC Tree Classifier Class Description Douglas fir (31–40 m) Douglas fir (21–40 m) Douglas fir þ Other species (31–40 m) Douglas fir þ Lodgepole pine (21–30 m) Hemlock þ Cedar (31–40 m) Forest clearings Overall accuracy



3.5.2



Training



Test



50.57 47.91 58.94 72.32 77.60 71.75 62.54



50.40 43.57 59.49 67.23 73.58 72.80 61.02



Experiments with Hyperspectral Data



The data used in this experiment were collected in the framework of the HySens project, managed by Deutschen Zentrum fur Luft-und Raumfahrt (DLR) (the German Aerospace Center) and sponsored by the European Union. The optical sensor reflective optics system imaging spectrometer (ROSIS 03) was used to record four flight lines over the urban area of Pavia, northern Italy. The number of bands of the ROSIS 03 sensor used in the experiments is 103, with spectral coverage from 0.43 mm through 0.86 mm. The flight altitude was chosen as the lowest available for the airplane, which resulted in a spatial resolution of 1.3 m per pixel. The ROSIS data consist of nine classes (Table 3.9): The data were composed of 43923 samples, split up into 3921 training samples and 40002 for testing. Pseudo color image of the area along with the ground truth mask (training and testing samples) are shown in Figure 3.5. This data set was classified using a BHC tree, an RF-BHC, a single CART, and an RF-CART. The BCH, RF-BHC, CART, and RF-CART were applied on the ROSIS data. The forest parameters, m and R (for RF-BHC), were chosen by trials to maximize accuracies. The growing of trees was stopped when the overall accuracy did not improve using additional trees. This is the same procedure as for the Anderson River data set (see Table 3.2). For the RF-BHC, R was chosen to be 5, m chosen to be 25 and the forest was grown to only 10 trees. For the RF-CART, m was set to 25 and the forest was grown to 200 trees. No feature extraction was done at individual nodes in the tree when using the single BHC approach. TABLE 3.8 Anderson River Data Set: Classification Accuracies in Percentage for an RF-BHC, R ¼ 5, m ¼ 22, and 10 Trees Class Description Douglas fir (31–40 m) Douglas fir (21–40 m) Douglas fir þ Other species (31–40 m) Douglas fir þ Lodgepole pine (21–30 m) Hemlock þ Cedar (31–40 m) Forest clearings Overall accuracy



Training



Test



51.29 45.37 59.31 72.14 77.92 71.75 62.43



51.12 41.13 57.20 67.80 71.85 72.43 60.37
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TABLE 3.9 ROSIS University Data Set: Classes and Number of Samples Class No. 1 2 3 4 5 6 7 8 9



Class Description



Training Samples



Test Samples



Asphalt Meadows Gravel Trees (Painted) metal sheets Bare soil Bitumen Self-blocking bricks Shadow Total samples



548 540 392 524 265 532 375 514 231 3,921



6,304 18,146 1,815 2,912 1,113 4,572 981 3,364 795 40,002



Classification accuracies are presented in Table 3.11 through Table 3.14. As in the single CART case for the Anderson River data set, approximately 20% of the samples in the original test set were randomly sampled into a new test set to select a pruning level for the tree, leaving 80% of the original test samples for validation as seen in Table 3.10. All the other classification methods used the training and test sets as described in Table 3.9. From Table 3.11 through Table 3.14 we can see that the RF-BHC give the highest overall accuracies of the tree methods where the single BHC, single CART, and the RF-CART methods yielded lower and comparable overall accuracies. These results show that using many weak learners as opposed to a few stronger ones is not always the best choice in classification and is dependent on the data set. In our experience the RF-BHC approach is as accurate or more accurate than the RF-CART when the data set consists of moderately



Class color



(a) University ground truth



(b) University pseudo color (Gray) image



bg 1 2 3 4 5 6 7 8 9 FIGURE 3.5 ROSIS University: (a) reference data and (b) gray scale image.
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74 TABLE 3.10 ROSIS University Data Set: Train, Test, and Validation Sets Class No. 1 2 3 4 5 6 7 8 9



Class Description



Training Samples



Test Samples



Validation Samples



Asphalt Meadows Gravel Trees (Painted) metal sheets Bare soil Bitumen Self-blocking bricks Shadow Total samples



548 540 392 524 265 532 375 514 231 3,921



1,261 3,629 363 582 223 914 196 673 159 8,000



5,043 14,517 1,452 2,330 890 3,658 785 2,691 636 32,002



to highly separable (meta-)classes, but for difficult data sets the partitioning algorithm used for the BHC trees can fail to converge (inverse of the within-class covariance matrix becomes singular to numerical precision) and thus no BHC classifier can be realized. This is not a problem when using the CART trees as the building blocks partition the input and simply minimize an impurity measure given a split on a node. The classification results for the single CART tree (Table 3.11), especially for the two classes gravel and bare-soil, may be considered unacceptable when compared to the other methods that seem to yield more balanced accuracies for all classes. The classified images for the results given in Table 3.12 through Table 3.14 are shown in Figure 3.6a through Figure 3.6d. Since BHC trees are of fixed size regarding the number of leafs it is worth examining the tree in the single case (Figure 3.7). Notice the siblings on the tree (nodes sharing a parent): gravel (3)/shadow (9), asphalt (1)/bitumen (7), and finally meadows (2)/bare soil (6). Without too much stretch of the imagination, one can intuitively decide that these classes are related, at least asphalt/ bitumen and meadows/bare soil. When comparing the gravel area in the ground truth image (Figure 3.5a) and the same area in the gray scale image (Figure 3.5b), one can see it has gray levels ranging from bright to relatively dark, which might be interpreted as an intuitive relation or overlap between the gravel (3) and the shadow (9) classes. The selfblocking bricks (8) are the class closest to the asphalt-bitumen meta-class, which again looks very similar in the pseudo color image. So the tree more or less seems to place ‘‘naturally’’ TABLE 3.11 Single CART: Training, Test, and Validation Accuracies in Percentage for ROSIS University Data Set Class Description Asphalt Meadows Gravel Trees (Painted) metal sheets Bare soil Bitumen Self-blocking bricks Shadow Overall accuracy



Training



Test



Validation



80.11 83.52 0.00 88.36 97.36 46.99 85.07 84.63 96.10 72.35



70.74 75.48 0.00 97.08 91.03 24.73 82.14 92.42 100.00 69.59



72.24 75.80 0.00 97.00 86.07 26.60 80.38 92.27 99.84 69.98
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TABLE 3.12 BHC: Training and Test Accuracies in Percentage for ROSIS University Data Set Class Asphalt Meadows Gravel Trees (Painted) metal sheets Bare soil Bitumen Self-blocking bricks Shadow Overall accuracy



Training



Test



78.83 93.33 72.45 91.60 97.74 94.92 93.07 85.60 94.37 88.52



69.86 55.11 62.92 92.20 94.79 89.63 81.55 88.64 96.35 69.83



TABLE 3.13 RF-BHC: Training and Test Accuracies in Percentage for ROSIS University Data Set Class Asphalt Meadows Gravel Trees (Painted) metal sheets Bare soil Bitumen Self-blocking bricks Shadow Overall accuracy



Training



Test



76.82 84.26 59.95 88.36 100.00 75.38 92.53 83.07 96.10 82.53



71.41 68.17 51.35 95.91 99.28 78.85 87.36 92.45 99.50 75.16



TABLE 3.14 RF-CART: Train and Test Accuracies in Percentage for ROSIS University Data Set Class Asphalt Meadows Gravel Trees (Painted) metal sheets Bare soil Bitumen Self-blocking bricks Shadow Overall accuracy



Training



Test



86.86 90.93 76.79 92.37 99.25 91.17 88.80 83.46 94.37 88.75



80.36 54.32 46.61 98.73 99.01 77.60 78.29 90.64 97.23 69.70
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76 (a) Single BHC



(b) RF-BHC



(c) Single CART



(d) RF-CART



Colorbar indicating the color of information classes in images above



1



2



3



4



5 6 Class Number



7



8



9



FIGURE 3.6 ROSIS University: image classified by (a) single BHC, (b) RF-BHC, (c) single CART, and (d) RF-CART.



related classes close to one another in the tree. That would mean that classes 2, 6, 4, and 5 are more related to each other than to classes 3, 9, 1, 7, or 8. On the other hand, it is not clear if (painted) metal sheets (5) are ‘‘naturally’’ more related to trees (4) than to bare soil (6) or asphalt (1). However, the point is that the partition algorithm finds the ‘‘clearest’’ separation between meta-classes. Therefore, it may be better to view the tree as a separation hierarchy rather than a relation hierarchy. The single BHC classifier finds that class 5 is the most separable class within the first right meta-class of the tree, so it might not be related to meta-class 2–6–4 in any ‘‘natural’’ way, but it is more separable along with these classes when the whole data set is split up to two meta-classes.



52/48



30/70



86/14



67/33



64/36



63/37 FIGURE 3.7 The BHC tree used for classification of Figure 3.5 with left/right probabilities (%).
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Conclusions



The use of random forests for classification of multi-source remote sensing data and hyperspectral remote sensing data has been discussed. Random forests should be considered attractive for classification of both data types. They are both fast in training and classification, and are distribution-free classifiers. Furthermore, the problem with the curse of dimensionality is naturally addressed by the selection of a low m, without having to discard variables and dimensions completely. The only parameter random forests are truly sensitive to is the number of variables m, the nodes in every tree draw at random during training. This parameter should generally be much smaller than the total number of available variables, although selecting a high m can yield good classification accuracies, as can be seen above for the Anderson River data (Table 3.2). In experiments, two types of random forests were used, that is, random forests based on the CART approach and random forests that use BHC trees. Both approaches performed well in experiments. They gave excellent accuracies for both data types and were shown to be very fast.
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4.1



Introduction



Image classification for geostatistical data is one of the most important issues in the remote-sensing community. Statistical approaches have been discussed extensively in the literature. In particular, Markov random fields (MRFs) are used for modeling distributions of land-cover classes, and contextual classifiers based on MRFs exhibit efficient performances. In addition, various classification methods were proposed. See Ref. [3] for an excellent review paper on classification. See also Refs. [1,4–7] for a general discussion on classification methods, and Refs. [8,9] for backgrounds on spatial statistics. In a paradigm of supervised learning, AdaBoost was proposed as a machine learning technique in Ref. [10] and has been widely and rapidly improved for use in pattern recognition. AdaBoost linearly combines several weak classifiers into a strong classifier. The coefficients of the classifiers are tuned by minimizing an empirical exponential risk. The classification method exhibits high performance in various fields [11,12]. In addition, fusion techniques have been discussed [13–15]. In the present chapter, we consider contextual classification methods based on statistics and machine learning. We review AdaBoost with binary class labels as well as multi-class labels. The procedures for deriving coefficients for classifiers are discussed, and robustness for loss functions is emphasized here. Next, contextual image classification methods including Switzer’s smoothing method [1], MRF-based methods [16], and spatial boosting [2,17] are introduced. Relationships among them are also pointed out. Spatial parallel boost by meta-learning for multi-source and multi-temporal data classification is proposed. The remainder of the chapter is organized as follows. In Section 4.2, AdaBoost is briefly reviewed. A simple example with binary class labels is provided to illustrate AdaBoost. Then, we proceed to the case with multi-class labels. Section 4.3 gives general boosting methods to obtain the robustness property of the classifier. Then, contextual classifiers including Switzer’s method, an MRF-based method, and spatial boosting are discussed. Relationships among them are shown in Section 4.5. The exact error rate and the properties of the MRF-based classifier are given. Section 4.6 proposes spatial parallel boost applicable to classification of multi-source and multi-temporal data sets. The methods treated here are applied to a synthetic data set and two benchmark data sets, and the performances are examined in Section 4.7. Section 4.8 concludes the chapter and mentions future problems.



4.2



AdaBoost



We begin this section with a simple example to illustrate AdaBoost [10]. Later, AdaBoost with multi-class labels is mentioned.
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Toy Example in Binary Classification



Suppose that a q-dimensional feature vector x 2 Rq observed by a supervised example labeled by þ 1 or 1 is available. Furthermore, let gk(x) be functions (classifiers) of the feature vector x into label set {þ1, 1} for k ¼ 1, 2, 3. If these three classifiers are equally efficient, a new function, sign( f1(x) þ f2(x) þ f3(x)), is a combined classifier based on a majority vote, where sign(z) is the sign of the argument z. Suppose that classifier f1 is the most reliable, f2 has the next greatest reliability, and f3 is the least reliable. Then, a new function sign (b1f1(x) þ b2f2(x) þ b3f3(x)) is a boosted classifier based on a weighted vote, where b1 > b2 > b3 are positive constants to be determined according to efficiencies of the classifiers. Constants bk are tuned by minimizing the empirical risk, which will be defined shortly. In general, let y be the true label of feature vector x. Then, label y is estimated by a signature, sign(F(x)), of a classification function F(x). Actually, if F(x) > 0, then x is classified into the class with label 1, otherwise into 1. Hence, if yF(x) < 0, vector x is misclassified. For evaluating classifier F, AdaBoost in Ref. [10] takes the exponential loss function defined by Lexp (F j x, y) ¼ exp {yF(x)}



(4:1)



The loss function Lexp(t) ¼ exp(t) vs. t ¼ yF(x) is given in Figure 4.1. Note that the exponential function assigns a heavy loss to an outlying example that is misclassified. AdaBoost is apt to overlearn misclassified examples. Let {(xi, yi) 2 Rq  { þ 1, 1} j i ¼ 1, 2, . . . , n} be a set of training data. The classification function, F, is determined to minimize the empirical risk: Rexp (F) ¼



n n 1X 1X Lexp (F j xi , yi ) ¼ exp {yi F(xi )} n i¼1 n i¼1



(4:2)



In the toy example above, F(x) is b1f1(x) þ b2f2(x) þ b3f3(x) and coefficients b1, b2, b3 are tuned by minimizing the empirical risk in Equation 4.2. A fast sequential procedure for minimizing the empirical risk is well known [11]. We will provide a new understanding of the procedure in the binary class case as well as in the multi-class case in Section 4.2.3. A typical classifier is a decision stump defined by a function d sign(xj  t), where d ¼ + 1, t 2 R and xj denotes the j-th coordinate of the feature vector x. Nevertheless, each decision stump is poor. Finally, a linearly combined function of many stumps is expected to be a strong classification function.
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FIGURE 4.1 Loss functions (loss vs. yF(x)).



C.H. Chen/Image Processing for Remote Sensing 66641_C004 Final Proof page 82



Image Processing for Remote Sensing



82 4.2.2



3.9.2007 2:04pm Compositor Name: JGanesan



AdaBoost for Multi-Class Problems



We will give an extension of loss and risk functions to cases with multi-class labels. Suppose that there are g possible land-cover classes C1, . . . , Cg, for example, coniferous forest, broad leaf forest, and water area. Let D ¼ {1, . . . , n} be a training region with n pixels over some scene. Each pixel i in region D is supposed to belong to one of the g classes. We denote a set of all class labels by G ¼ {1, . . . , g}. Let xi 2 Rq be a q-dimensional feature vector observed at pixel i, and yi be its true label in label set G. Note that pixel i in region D is a numbered small area corresponding to the observed unit on the earth. Let F(x, k) be a classification function of feature vector x 2 Rq and label k in set G. We allocate vector x into the class with label ^yF 2 G by the following maximizer: ^ yF ¼ arg max F(x, k)



(4:3)



k2G



Typical examples of the strong classification function would be given by posterior probability functions. Let p(x j k) be a class-specific probability density function of the k-th class, Ck. Thus, the posterior probability of the label, Y ¼ k, given feature vector x, is defined by X p(x j ‘) with k 2 G (4:4) p(k j x) ¼ p(x j k)= ‘2G



which gives a strong classification function, where the prior distribution of class Ck is assumed to be uniform. Note that the label estimated by posteriors p(k j x), or equivalently by log posteriors log p(k j x), is just the Bayes rule of classification. Note also that p(k j x) is a measure of the confidence of the current classification and is closely related to logistic discriminant functions [18]. Let y 2 G be the true label of feature vector x and F(x) a classification function. Then, the loss by misclassification into class label k is assessed by the following exponential loss function: Lexp (F, k j x, y) ¼ exp {F(x, k)  F(x, y)}



for k 6¼ y with k 2 G



(4:5)



This is an extension of the exponential loss (Equation 4.1) with binary classification. The empirical risk is defined by averaging the loss functions over the training data set {(xi, yi) 2 Rq  G j i 2 D} as Rexp (F) ¼



1XX 1XX Lexp (F, k j xi , yi ) ¼ exp {F(xi , k)  F(xi , yi )} n i2D k6¼y n i2D k6¼y i



(4:6)



i



AdaBoost determines the classification function F to minimize exponential risk Rexp(F), in which F is a linear combination of base functions. 4.2.3



Sequential Minimization of Exponential Risk with Multi-Class



Let f and F be fixed classification functions. Then, we obtain the optimal coefficient, b*, which gives the minimum value of empirical risk Remp(F þ b f): b* ¼ arg min {Rexp (F þ bf )}; b2R



(4:7)
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Applying procedure in Equation 4.7 sequentially, we combine classifiers f1, f2, . . . , fT as F(0)  0, F(1) ¼ b1 f1 , F(2) ¼ b1 f1 þ b2 f2 , . . . , F(T) ¼ b1 f1 þ b2 f2 þ    þ bT fT where bT is defined by the formula given in Equation 4.7 with F ¼ F(t 



1)



and f ¼ ft.



4.2.3.1 Case 1 Suppose that function f(, k) takes values 0 or 1, and it takes 1 only once. In this case, coefficient b in Equation 4.7 is given by the closed form as follows. Let ^yi,f be the label of * pixel i selected by classifier f, and Df be a subset of D classified correctly by f. Define Vi (k) ¼ F(xi , k)  F(xi , yi ) and



vi (k) ¼ f (xi , k)  f (xi , yi )



(4:8)



Then, we obtain Rexp (F þ bf ) ¼



n X X



exp [Vi (k) þ bvi (k)]



i¼1 k6¼yi



  X X exp Vj (^yjf ) þ exp {Vi (k)} i2Df k6¼yi j62Df j62Df k6¼yi , ^yjf sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ XX X X X ^2 exp {Vi (k)} exp {Vj (^yjf )} þ exp {Vj (k)} (4:9) i2Df k2yi j62Df j62Df k6¼yi , ^yjf



¼ eb



XX



exp {Vi (k)} þ eb



X



The last inequality is due to the relationship between the arithmetic and the geometric means. The equality holds if and only if b ¼ b , where * 2 3 X X X 1 b ¼ log4 exp {Vi (k)}= exp {Vj (^yjf )}5 (4:10) * 2 i2D k6¼y j62D f



f



i



The optimal coefficient, b , can be expressed as * 



1 1  «F (f ) b ¼ log * 2 «F (f )







with «F (f ) ¼ P



P



  exp Vj (^yjf )



j62Df



  P P exp Vj (^yjf ) þ expfVi (k)g



j62Df



(4:11)



i2Df k6¼yi



In the binary class case, «F( f) coincides with the error rate of classifier f. 4.2.3.2 Case 2 If f(, k) takes real values, there is no closed form of coefficient b*. We must perform an iterative procedure for the optimization of risk Remp. Using the Newton-like method, we update estimate b(t) at the t-th step as follows: b(tþ1) ¼ b(t) 



n X X i¼1 k6¼yi



vi (k) exp [Vi (k) þ b(t) vi (k)]=



n X X i¼1 k6¼yi



v2i (k) exp [Vi (k) þ b(t) vi (k)] (4:12)
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where vi(k) and Vi(k) are defined in the formulas in Equation 4.8. We observe that the convergence of the iterative procedure starting from b(0) ¼ 0 is very fast. In numerical examples in Section 4.7, the procedure converges within five steps in most cases. 4.2.4



AdaBoost Algorithm



Now, we summarize an iterative procedure of AdaBoost for minimizing the empirical exponential risk. Let {F} ¼ {f : Rq ! G} be a set of classification functions, where G ¼ {1, . . . , g} is the label set. AdaBoost combines classification functions as follows: .



.



.



.



Find classification function f in F and coefficient b that jointly minimize empirical risk Rexp( bf ) defined in Equation 4.6, for example, f1 and b1. Consider empirical risk Rexp(b1f1 þ bf) with b1f1 given from the previous step. Then, find classification function f 2 {F} and coefficient b that minimize the empirical risk, for example, f2 and b2. This procedure is repeated T-times and the final classification function FT ¼ b1 f1 þ   þ bTfT is obtained. Test vector x 2 Rq is classified into the label maximizing the final function FT(x, k) with respect to k 2 G.



Substituting exponential risk Rexp for other risk functions, we have different classification methods. Risk functions Rlogit and Reta will be defined in the next section.



4.3



LogitBoost and EtaBoost



AdaBoost was originally designed to combine weak classifiers for deriving a strong classifier. However, if we combine strong classifiers with AdaBoost, the exponential loss assigns an extreme penalty for misclassified data. It is well known that AdaBoost is not robust. In the multi-class case, this seems more serious than the binary class case. Actually, this is confirmed by our numerical example in Section 4.7.3. In this section, we consider robust classifiers derived by a loss function that is more robust than the exponential loss function.



4.3.1



Binary Class Case



Consider binary class problems such that feature vector x with true label y 2 {1,1} is classified into class label sign (F(x)). Then, we take the logit and the eta loss functions defined by Llogit (Fjx, y) ¼ log [1 þ exp {yF(x)}] Leta (F j x, y) ¼ (1  h) log [1 þ exp {yF(x)}] þ h{yF(x)}



(4:13) for 0 < h < 1



(4:14)



The logit loss function is derived by the log posterior probability of a binomial distribution. The eta loss function, an extension of the logit loss, was proposed by Takenouchi and Eguchi [19].
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Three loss functions given in Figure 4.1 are defined as follows: Lexp (t) ¼ exp (t), Llogit (t) ¼ log {1 þ exp (2t)}  log 2 þ 1 and Leta (t) ¼ (1=2)Llogit (t) þ (1=2)(t)



(4:15)



We see that the logit and the eta loss functions assign less penalty for misclassified data than the exponential loss function does. In addition, the three loss functions are convex and differentiable with respect to t. The convexity assures the uniqueness of the coefficient minimizing Remp(F þ bf ) with respect to b, where Remp denotes an empirical risk function under consideration. The convexity makes the sequential minimization of the empirical risk feasible. For corresponding empirical risk functions, we define the empirical risks as follows:



Rlogit (F) ¼



Reta (F) ¼



4.3.2



n 1X log [1 þ exp {yi F(xi )}], and n i¼1



n n 1h X hX log [1 þ exp {yi F(xi )}] þ {yi F(xi )} n i¼1 n i¼1



(4:16)



(4:17)



Multi-Class Case



Let y be the true label of feature vector x, and F(x, k) a classification function. Then, we define the following function in a similar manner to that of posterior probabilities: plogit (y j x) ¼ P



exp {F(x, y)} k2G exp {F(x, k)}



Using the function, we define the loss functions in the multi-class case as follows: Llogit (F j x, y) ¼  log plogit (y j x) and Leta (F j x, y) ¼ {1  (g  1)h}{ log plogit (y j x)} þ h



X k6¼y



log plogit (k j x)



where h is a constant with 0 < h < 1/(g1). Then empirical risks are defined by the average of the loss functions evaluated by training data set {(xi, yi) 2 Rq  Gji 2 D} as Rlogit (F) ¼



n 1X Llogit (F j xi , yi ) and n i¼1



Reta (F) ¼



n 1X Leta (F j xi , yi ) n i¼1



(4:18)



LogitBoost and EtaBoost aim to minimize logit risk function Rlogit(F) and eta risk function Reta(F), respectively. These risk functions are expected to be more robust than the exponential risk function. Actually, EtaBoost is more robust than LogitBoost in the presence of mislabeled training examples.
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4.4
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Contextual Image Classification



Ordinary classifiers proposed for independent samples are of course utilized for image classification. However, it is known that contextual classifiers show better performance than noncontextual classifiers. In this section, contextual classifiers: the smoothing method by Switzer [1], the MRF-based classifiers, and spatial boosting [17], will be discussed.



4.4.1



Neighborhoods of Pixels



In this subsection, we define notations related to observations and two sorts of neighborhoods. Let D ¼ {1, . . . , n} be an observed area consisting of n pixels. A q-dimensional feature vector and its observation at pixel i are denoted as Xi and xi, respectively, for i in area D. The class label covering pixel i is denoted by random variable Yi, where Yi takes an element in the label set G ¼ {1, . . . , g}. All feature vectors are expressed in vector form as X ¼ (XT1 , . . . , XTn )T : nq  1



(4:19)



In addition, we define random label vectors as Y ¼ (Y1 , . . . , Yn )T : n  1



and



Yi ¼ Y with deleted Yi : (n  1)  1



(4:20)



Recall that class-specific density functions are defined by p(x j k) with x 2 Rq for deriving the posterior distribution in Equation 4.4. In the numerical study in Section 4.7, the densities are fitted by homoscedastic q-dimensional Gaussian distributions, Nq(m(k), S), with common variance–covariance matrix S, or heteroscedastic Gaussian distributions, Nq(m(k), Sk), with class-specific variance–covariance matrices Sk. Here, we define neighborhoods to provide contextual information. Let d(i, j) denote the distance between centers of pixels i and j. Then, we define two kinds of neighborhoods of pixel i as follows: Ur (i) ¼ { j 2 D j d(i, j) ¼ r} and Nr (i) ¼ {j 2 D j % d(i, j) % r} (4:21) pﬃﬃﬃ where r ¼ 1, 2, 2, . . ., which denotes the radius of the neighborhood. pﬃﬃﬃNote that subset Ur(i) constitutes an isotropic ring region. Subsets Ur(i) with r ¼ 0, 1, 2, 2 are shown in Figure 4.2. Here, we find that U0(i) ¼ {i}, N1(i) ¼ U1(i) is the first-order neighborhood, and Npﬃﬃ2 (i) ¼ U1 (i) [ Upﬃﬃ2 (i) forms the second-order neighborhood of pixel i. In general, we have Nr(i) ¼ [1 % r0 % r Ur0 (i) for r ^ 1.



(a) r = 0



i



(b) r = 1



i



FIGURE 4.2 Isotropic neighborhoods Ur(i) with center pixel i and radius r.



(c) r = √2



i



(d) r = 2



i
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MRFs Based on Divergence



Here, we will discuss the spatial distribution of the classes. A pairwise dependent MRF is an important model for specifying the field. Let D(k, ‘) > 0 be a divergence between two classes, Ck and C‘ (k 6¼ ‘), and put D(k, k) ¼ 0. The divergence is employed for modeling the MRF. In Potts model, D(k, ‘) is defined by D0 (k, ‘): ¼ 1 if k 6¼ ‘:¼ 0 otherwise. Nishii [18] proposed to take the squared Mahalanobis distance between homoscedastic Gaussian distributions Nq(m(k), S) defined by D1 (m(k), m(‘)) ¼ {m(k)  m(‘)}T S1 {m(k)  m(‘)}



(4:22) Ð



Nishii and Eguchi (2004) proposed to take Jeffreys divergence {p(x j k)  p(xj‘)} log{p(x j k)/p(x j ‘)}dx between densities p(x j k). The models are called divergence models. Let Di(g) be the average of divergences in the neighborhood Nr(i) defined by Equation 4.21 as follows: ( 1 P D(k, yj ), if jNr (i) j 1 j Nr (i)j Di (k) ¼ for (i, k) 2 D  G (4:23) j2Nr (i) 0 otherwise where jSj denotes the cardinality of set S. Then, random variable Yi conditional on all the other labels Yi ¼ yi is assumed to follow a multinomial distribution with the following probabilities: exp {bDi (k)} Pr{Yi ¼ k j Yi ¼ yi } ¼ P exp {bDi (‘)}



for k 2 G



(4:24)



‘2G



Here, b is a non-negative constant called the clustering parameter, or the granularity of the classes, and Di(k) is defined by the formula given in Equation 4.23. Parameter b characterizes the degree of the spatial dependency of the MRF. If b ¼ 0, then the classes are spatially independent. Here, radius r of neighborhood Ur(i) denotes the extent of spatial dependency. Of course, b, as well as r, are parameters that need to be estimated. Due to the Hammersley–Clifford theorem, conditional distribution in Equation 4.24 is known to specify the distribution of test label vector, Y, under the mild condition. The joint distribution of test labels, however, cannot be obtained in a closed form. This causes a difficulty in estimating the parameters specifying the MRF. Geman and Geman [6] developed a method for the estimation of test labels by simulated annealing. However, the procedure is time consuming. Besag [4] proposed an iterative conditional mode (ICM) method, which is reviewed in Section 4.4.5. 4.4.3



Assumptions



Now, we make the following assumptions for deriving classifiers. 4.4.3.1 Assumption 1 (Local Continuity of the Classes) If a class label of a pixel is k 2 G, then pixels in the neighborhood have the same class label k. Furthermore, this is true for any pixel. 4.4.3.2 Assumption 2 (Class-Specific Distribution) A feature vector of a sample from class Ck follows a class-specific probability density function p(x j k) for label k in G.
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Assumption 3 (Conditional Independence)



The conditional distribution of vector X in Equation 4.19 given label vector Y ¼ y in Equation 4.20 is given by Pi 2 D p(xi j yi). 4.4.3.4



Assumption 4 (MRFs)



Label vector Y defined by Equation 4.20 follows an MRF specified by divergence (quasidistance) between the classes.



4.4.4



Switzer’s Smoothing Method



Switzer [1] derived the contextual classification method (the smoothing method) under Assumptions 1–3 with homoscedastic Gaussian distributions Nq(m(k), S). Let c(x j k) be its probability density function. Assume that Assumption 1 holds for neighborhoods Nr(). Then, he proposed to estimate label yi of pixel i by maximizing the following joint probability densities: c(xi j k)  Pj2Nr (i) c(xj j k)







c(x j k)  (2p)q=2 j Sj1=2 exp {D1 (x, m(k))=2}







with respect to label k 2 G, where D1(,) stands for the squared Mahalanobis distance in Equation 4.22. The maximization problem is equivalent to minimizing the following quantity: X D1 (xi , m(k)) þ D1 (xj , m(k)) (4:25) j2Nr (i)



Obviously, Assumption 1 does not hold for the whole image. However, the method still exhibits good performance, and the classification is performed very quickly. Thus, the method is a pioneering work of contextual image classification.



4.4.5



ICM Method



Under Assumptions 2–4 with conditional distribution in Equation 4.24, the posterior probability of Yi ¼ k given feature vector X ¼ x and label vector Yi ¼ yi is expressed by exp {bDi (k)}p(xi j k)  pi (k j r, b) Pr{Yi ¼ k j X ¼ x, Yi ¼ yi } ¼ P exp {bDi (‘)gp(xi j ‘)



(4:26)



‘2G



Then, the posterior probability Pr{Y ¼ y j X ¼ x} of label vector y is approximated by the pseudo-likelihood PL(y j r, b) ¼



n Y



pi (yi j r, b)



(4:27)



i¼1



where posterior probability pi (yi j r, b) is defined by Equation 4.26. Pseudo-likelihood in Equation 4.27 is used for accuracy assessment of the classification as well as for parameter estimation. Here, class-specific densities p(x j k) are estimated using the training data.
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When radius r and clustering parameter b are given, the optimal label vector y, which maximizes the pseudo-likelihood PL(y j r, b) defined by Equation 4.27, is usually estimated by the ICM procedure [4]. At the (t þ 1)-st step, ICM finds the optimal label, yi(t þ 1), (t) given yi for all test pixels i 2 D. This procedure is repeated until the convergence of the label vector, for example y ¼ y(r, b) : n  1. Furthermore, we must optimize a pair of parameters (r, b) by maximizing pseudo-likelihood PL(y(r, b) j r, b). 4.4.6



Spatial Boosting



As shown in Section 4.2, AdaBoost combines classification functions defined over the feature space. Of course, the classifiers give noncontextual classification. We extend AdaBoost to build contextual classification functions, which we call spatial AdaBoost. Define an averaged logarithm of the posterior probabilities (Equation 4.4) in neighborhood Ur(i) (Equation 4.21) by 8 X < 1 pﬃﬃﬃ log p(k j xj ) if jUr (i) j  1 j Ur (i)j j2U (i) for r ¼ 0, 1, 2, . . . (4:28) fr (x, k j i) ¼ r : 0 otherwise where x ¼ (x1T, . . . , xnT)T : qn  1. Therefore, the averaged log posterior f0 (x, k j i) with radius r ¼ 0 is equal to the log posterior log p(k j xi) itself. Hence, the classification due to function f0(x, k j i) is equivalent to a noncontextual classification based on the maximum-aposteriori (MAP) criterion. If the spatial dependency among the classes is not negligible, then the averaged log posteriors f1(x, k j i) in the first-order neighborhood may have information for classification. If the spatial dependency becomes stronger, then fr(x, k j i) with a larger r is also useful. Thus, we adopt the average of the log posteriors fr(x, k j i) as a classification function of center pixel i. The efficiency of the averaged log posteriors as classification functions would be intuitively arranged in the following order: f0 (x, k j i), f1 (x, k j i), fp2ﬃﬃ (x, k j i), f2 (x, k j i),    , where x ¼ (xT1 ,    , xTn )T



(4:29)



The coefficients for the above classification functions can be tuned by minimizing the empirical risk given by Equation 4.6 or Equation 4.18. See Ref. [2] for possible candidates for contextual classification functions. The following is the contextual classification procedure based on the spatial boosting method. .



.



Fix an empirical risk function, Remp(F), of classification function F evaluated over training data set {(xi, yi) 2 Rq  G j i 2 D}. Let f0 (x, k j i), f1(x, k j i), fpﬃﬃ2 (x, k j i), . . . , fr (x, k j i) be the classification functions defined by Equation 4.28.



.



Find coefficient b that minimizes empirical risk Remp (bf0). Put the optimal value to b0.



.



If coefficient b0 is negative, quit the procedure. Otherwise, consider empirical risk Remp(b0f0 þ b f1) with b0 f0 obtained by the previous step. Then, find coefficient b, which minimizes the empirical risk. Put the optimal value to b1.



.



If b1 is negative, quit the procedure. Otherwise, consider empirical risk Remp (b0f0 þ b1f1 þ bfpﬃﬃ2 ). This procedure is repeated, and we obtain a sequence of positive coefficients b0, b1, . . . , br for the classification functions.
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Fr (x, k j i) ¼ b0 f0 (x, k j i) þ b1 f1 (x, k j i) þ    þ br fr (x, k j i), x ¼ (xT1 , . . . , xTn )T



(4:30)



Test label y* of test vector x* 2 Rq is estimated by maximizing classification function in Equation 4.30 with respect to label k 2 G. Note that the pixel is classified by the feature vector at the pixel as well as feature vectors in neighborhood Nr(i) in the test area only. There is no need to estimate labels of neighbors, whereas the ICM method requires estimated labels of neighbors and needs an iterative procedure for the classification. Hence, we claim that spatial boosting provides a very fast classifier.



4.5



Relationships between Contextual Classification Methods



Contextual classifiers discussed in the chapter can be regarded as an extension of Switzer’s method from a unified viewpoint, cf. [16] and [2].



4.5.1



Divergence Model and Switzer’s Model



Let us consider the divergence model in Gaussian MRFs (GMRFs), where feature vectors follow homoscedastic Gaussian distributions Nq(m(k), S). The divergence model can be viewed as a natural extension of Switzer’s model. The image with center pixel 1 and its neighbors is shown in Figure 4.3. First-order and second-order neighborhoods of the center pixel are given by sets of pixel numbers N1(1) ¼ {2, 4, 6, 8} and Npﬃﬃ2 (1) ¼ {2, 3, . . . , 9}, respectively. We focus our attention on center pixel 1 and its neighborhood Nr(1) of size 2K in general and discuss the classification problem of center pixel 1 when labels yj of 2K neighbors are observed. ^ be a non-negative estimated value of the clustering parameter b. Then, label y1 of Let b center pixel 1 is estimated by the ICM algorithm. In this case, the estimate is derived by maximizing conditional probability (Equation 4.26) with p(x j k) ¼ c(x j k). This is equiva^Div defined by lent to finding label Y ^ X ^ Div ¼ arg min {D1 (x1 , m(k)) þ b D1 (m(yj ), m(k))}, Y K j2N (1) r k2G



jNr (1) j ¼ 2K



(4:31)



where D1(s, t) is the squared Mahalanobis distance (Equation 4.22). Switzer’s method [1] classifies the center pixel by minimizing formula given in Equation 4.25 with respect P to label k. Here, the method can be slightly extended by changing ^ /K. Thus, we define the estimate due to the coefficient for j 2 Nr (1) D1(xj, m(k)) from 1 to b Switizer’s method as follows:



FIGURE 4.3 Pixel numbers (left) and pixel labels (right).
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8 
 SNRth then 4: d : ¼ p; 5: X : ¼ UdT R; Ud obtained by SVD 6: u : ¼ mean (X); u is a 1  d vector 7: [Y]:,j : ¼ [X]:,j=([X]:,jT u); projective projection 8: else 9: d : ¼ p  1; 10: [X]:,j : ¼ UdT ([R]:,j r ); {Ud obtained by PCA} 11: k : ¼ arg maxj ¼ 1 . . . N k [X]:,j k; k : ¼ [k j k j . . . jk]; 12: k is a1 N vector X 13: Y : ¼ ; k 14: end if 15: A : ¼ [«u j 0 j  j 0]; {«u : ¼ [0, . . . ,0,1]T and A is a p  p auxiliary matrix} 16: for i : ¼ 1 to p do 17: w : ¼ randn (0, Ip); {w is a zero-mean random Gaussian vector of covariance Ip}. (IAA# )w 18: f: ¼ k(IAA ; {f is a vector orthonormal to the subspace spanned by [A]:,1:i.} # )wk 19: v : ¼ fT Y;



20: k : ¼ arg maxj ¼ 1, . . . ,N j[v]:,jj; {find the projection extreme} 21: [A]:,i : ¼ [Y]:,k; 22: [indice]i : ¼ k; {stores the pixel index} 23: end for 24: if SNR i SNRth then 25: c M : ¼ Ud[X]:,indice; {c M is a L  p estimated mixing matrix} 26: else c: ¼ Ud[X]:,indice þr ; {M c is a L  p estimated mixing matrix} 27: M 28: end if Step 3: Test if the SNR is higher than SNRth to decide whether the data is to be projected onto a subspace of dimension p or p  1. In the first case the projection matrix Ud is obtained by SVD from RRT=N. In the second case the projection is obtained by PCA from (Rr )(Rr )T=N; recall that r is the sample mean of [R]:,i, for i ¼ 1, . . . , N. Step 5 and Step 10: Assure that the inner product between any vector [X]:,j and vector u is non-negative—a crucial condition for the VCA algorithm to work correctly. The chosen value of k ¼ argmaxj ¼ 1  N k[X]:,jk assures that the colatitude angle between u and any vector [X]:,j is between 08 and 458, avoiding numerical errors that otherwise would occur for angles near 908. Step 15: Initializes the auxiliary matrix A, which stores the projection of the estimated endmembers signatures. Assume that there exists at least one pure pixel of each
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endmember in the input sample R (see Figure 7.2). Each time the loop for is executed, a vector f orthonormal to the space spanned by the columns of the auxiliary matrix A is randomly generated and y is projected onto f. Because we assume that pure endmembers occupy the vertices of a simplex, a  fT [Y]:,i  b, for i ¼ 1, . . . , N, where values a and b correspond to only pure pixels. We store the endmember signature corresponding to max(jaj,jbj). The next time loop for is executed, f is orthogonal to the space spanned by the signatures already determined. Since f is the projection of a zero-mean Gaussian independent random vector onto the orthogonal space spanned by the columns of [A]:,1:i, then the probability of f being null is zero. Notice that the underlying reason for generating a random vector is only to get a non-null projection onto the orthogonal space generated by the columns of A. Figure 7.2 shows the input samples and the chosen pixels, after the projection v ¼ fT Y. Then a second vector f orthonormal to the endmember a is generated and the second endmember is stored. Finally, Step 25 and Step 27 compute the columns of matrix c M, which contain the estimated endmembers signatures in the L-dimensional space.



7.3



Evaluation of the VCA Algorithm



In this section, we compare VCA, PPI, and N-FINDR algorithms. N-FINDR and PPI were coded according to Refs. [40] and [35], respectively. Regarding PPI, the number of skewers must be large [41,42,56–58]. On the basis of Monte Carlo runs, we concluded that the minimum number of skewers beyond which there is no unmixing improvements is about 1000. All experiments are based on simulated scenes from which we know the number of endmembers, their signatures, and their abundance fractions. Estimated endmembers are b 1, m b 2, . . . , m b p]. We also compare estimated abundance fractions the columns of c M  [m ^ ¼c c# stands for pseudo-inverse of c given by S M# [r1, r2 , . . . , rN], (M M) with the true abundance fractions. To evaluate the performance of the three algorithms, we compute vectors of angles u  [u1, u2, . . . , up]T and f  [f1, f2, . . . , fp]T with1 ui 



fi 



  ^i > < m i ,m arccos , ^ ik kmi kkm ! ^ ] i ,: > < [S]i,: ,[S   , arccos ^ ] i ,:  k[S]i,: k[S



(7:12)



(7:13)



b i (ith endmember signature estimate) and where ui is the angle between vectors mi and m ^ ]i,: (vectors of R N formed by the ith lines of fi is the angle between vectors [S]i,: and [S ^ and S  [s1, s2, . . . , sN], respectively). matrices S Based on u and f, we estimate the following root mean square error distances  h i1=2 1 2 E kuk2 «u ¼ , (7:14) p  «f ¼



i1=2 1 h 2 E kfk2 : p



(7:15)



^ i and mi, for i ¼ 1, . . . , p; the second is The first quantity measures distances between m similar to the first, but for the estimated abundance fractions. Here we name «u and «f as 1



Notation hx,yi stands for the inner product xTy.
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rmsSAE and rmsFAAE, respectively (SAE stands for signature angle error and FAAE stands for fractional abundance angle error). Mean values in Equation 7.14 and Equation 7.15 are approximated by sample means based on one hundred Monte Carlo runs. In all experiments, the spectral signatures are selected from the USGS digital spectral library (Figure 7.1b shows three of these endmember signatures). Abundance fractions are generated according to a Dirichlet distribution given by Equation 7.10. Parameter g is Beta (b1, b2) distributed, that is, p(g) ¼



G(b1 þ b2 ) b1 1 g (g  1)b2 1 , G(b1 )G(b2 )



which is also a Dirichlet distribution*. The Dirichlet density, besides enforcing positivity and full additivity constraints, displays a wide range of shapes depending on the parameters m1, . . . , mi. This flexibility influences its choice in our simulations. The results presented next are organized into five experiments: in the first experiment, the algorithms are evaluated with respect to the SNR and to the absence of pure pixels. As mentioned before, we define SNR  10 log10



E[xT x] : E[nT n]



(7:16)



In the case of zero-mean noise with covariance s 2I and Dirichlet abundance fractions, one obtains SNR ¼ 10 log10



tr[MKs MT ] , Ls2



(7:17)



where mmT þ diag(m) , Ks  s2g E[aaT ] ¼ s2g Pp Pp ( i¼1 mi )(1 þ i¼1 mi )



(7:18)



m ¼ [m1  mp]T, and sg2 is the variance of parameter g. For example, assuming abundance 2 Pp fractions equally distributed, we have, after some algebra, i ¼1   p p SNR ’ 10  log10 sg  p P P P 2 2 2 2 2 2 mij =p =(Ls ) for mp  1 and SNR ’ 10 log10 sg ( mij Þ =p =(Ls ) for m p 1. j¼1



i¼1 j¼1



In the second experiment, the performance is measured as function of the parameter g, which models fluctuations on the illumination due to surface topography. In the third experiment, to illustrate the algorithm performance, the number of pixels of the scene varies with the size of the covered area—as the number of pixels increases, the likelihood of having pure pixels also increases, improving the performance of the unmixing algorithms. In the fourth experiment, the algorithms are evaluated as a function of the number of endmembers present in the scene. Finally, in the fifth experiment, the number of floating point operations (flops) is measured, to compare the computational complexity of the VCA, N-FINDR, and the PPI algorithms. In the first experiment, the hyperspectral scene has 1000 pixels and the abundance fractions are Dirichlet distributed with mi ¼ 1=3, for i ¼ 1,2,3; parameter g is Beta-distributed with b1 ¼ 20 and b2 ¼ 1 implying E[g] ¼ 0.952 and sg ¼ 0.05. Figure 7.7 shows performance results as a function of the SNR. As expected, the presence of noise degrades the performance of all algorithms. In terms of rmsSAE and rmsFAAE (Figure 7.7a and Figure 7.7b), we can see that when SNR is less than 20 dB *With one component.
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FIGURE 7.7 First scenario: (N ¼ 1000, p ¼ 3, L ¼ 224, m1 ¼ m2 ¼ m3 ¼ 1=3, b1 ¼ 20, b2 ¼ 1): (a) rmsSAE as function of SNR; (b) rmsFAAE as function of SNR. (ß 2005 IEEE. With permission.)



the VCA algorithm exhibits the best performance. Note that for noiseless scenes, only the VCA algorithm has zero rmsSAE. PPI algorithm displays the worst result. Figure 7.8 shows performance results as a function of the SNR in the absence of pure pixels. Spectral data without pure pixels was obtained by rejecting pixels with any abundance fraction smaller than 0.2. Figure 7.9 shows the scatterplot obtained. VCA and N-FINDR display similar results, and both are better than PPI. Notice that the performance is almost independent of the SNR and is uniformly worse than that displayed with pure pixels and SNR ¼ 5 dB in the first experiment. We conclude that this family of algorithms is more affected by the lack of pure pixels than by low SNR. For economy of space and also because rmsSAE and rmsFAAE disclose similar pattern of behavior, we only present the rmsSAE in the remaining experiments. In the second experiment, abundance fractions are generated as in the first one, SNR is set to 20 dB, and parameter g is Beta-distributed with b2 ¼ 2, . . . , 28. This corresponds to the variation of E[g] from 0.66 to 0.96 and sg from 0.23 to 0.03. By varying parameter b1, the severity of topographic modulation is also varied. Figure 7.10 illustrates the effect of topographic modulation on the performance of the three algorithms. When b1 grows (sg (a)
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FIGURE 7.8 Robustness to the absence of pure pixels (N ¼ 1000, p ¼ 3, L ¼ 224, m1 ¼ m2 ¼ m3 ¼ 1=3, b1 ¼ 20, b2 ¼ 1): (a) rmsSAE as function of SNR; (b) rmsFAAE as function of SNR. (ß 2005 IEEE. With permission.)
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FIGURE 7.9 Illustration of the absence of pure pixels (N ¼ 1000, p ¼ 3, L ¼ 224, m1 ¼ m2 ¼ m3 ¼ 1=3, g ¼ 1). Scatterplot (bands l ¼ 827 nm and l ¼ 1780 nm), with abundance fraction smaller than 0.2 rejected. (ß 2005 IEEE. With permission.)



gets smaller) the performance improves. This is expected because the simplex identification is more accurate when the topographic modulation is smaller. The PPI algorithm displays the worst performance for sg h 0.1. VCA and N-FINDR algorithms have identical performances when b1 takes higher values (sg h 0.045); otherwise VCA algorithm has the best performance. VCA is more robust to topographic modulation because it seeks for the extreme projections of the simplex, whereas N-FINDR seeks for the maximum volume, which is more sensitive to fluctuations on g. In the third experiment, the number of pixels is varied, the abundance fractions are generated as in the first one, and SNR ¼ 20 dB. Figure 7.11 shows that VCA and N-FINDR exhibit identical results, whereas the PPI algorithm displays the worst result. Note that the behavior of the three algorithms is quasi-independent of the number of pixels. In the fourth experiment, we vary the number of signatures from p ¼ 3 to p ¼ 21, the scene has 1000 pixels, and SNR ¼ 30 dB. Figure 7.12a shows that VCA and N-FINDR performances are comparable, whereas PPI displays the worst result. The rmsSAE increase slightly as the number of endmembers present in the scene increases. The rmsSAE is also plotted as a function of the SNR with p ¼ 10 (see Figure 7.12b). Comparing with Figure 7.7a we conclude that when the number of endmembers increases, the performance of the algorithms slightly decreases. In the fifth and last experiment, the number of flops is measured to compare the computational complexity of VCA, PPI, and N-FINDR algorithms. Here we use the scenarios of the second and third experiments. Table 7.2 presents approximated expressions for
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FIGURE 7.10 Robustness to the topographic modulation (N ¼ 1000, p ¼ 3, L ¼ 224, m1 ¼ m2 ¼ m3 ¼ 1=3, SNR ¼ 20 dB, b2 ¼ 1), rmsSEA as function of the sg2 (variance of g). (ß 2005 IEEE. With permission.)
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5 FIGURE 7.11 rmsSEA as function of the number of pixels in a scene (p ¼ 6, L ¼ 224, m1 ¼ m2 ¼ m3 ¼ 1=3, SNR ¼ 20 dB, b2 ¼ 20, b2 ¼ 1). (ß 2005 IEEE. With permission.)



0 102



103 Number of pixels



104



the number of flops used by each algorithm. These expressions neither account for the computational complexities involved in the computations of the sample covariance (R  r) (R r )T=N nor in the computations of the eigen decomposition. The reason is that these operations, compared with the VCA, PPI, and N-FINDR algorithms, have a negligible computational cost since: .



The computation of (R  r )(R  r )T=N has a complexity of 2NL2 flops. However, in practice one does not need to use the complete set of N hyperspectral vectors. If the scene is noiseless, only p  1 linearly independent vectors would be enough to infer the exact subspace h Ep  1 i. In the presence of noise, however, a larger set should be used. For example in a 1000  1000 hyperspectral image, we found out that only 1000 samples randomly sampled are enough to find a very good estimate of h Ep  1 i. Even a sample size of 100 leads to good results in this respect.



.



Concerning the eigen decomposition of (R r )(R r )T=N (or the SVD of RRT=N), we only need to compute p  1 (or p) eigenvectors corresponding to the largest p  1 eigenvalues (or p single values). For these partial eigen decompositions, we (b)
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FIGURE 7.12 Impact of the number of endmembers (N ¼ 1000, L ¼ 224, m1 ¼ m2 ¼ m3 ¼ 1=3, SNR ¼ 30 dB, b2 ¼ 20, b2 ¼ 1), (a) rmsSEA as function of the number of endmembers; (b) rmsSEA function of the SNR with p ¼ 10. (ß 2005 IEEE. With permission.)
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165 TABLE 7.2 Computational Complexity of VCA, N-FINDR, and PPI Algorithms Algorithm



Complexity (flops)



VCA N-FINDR PPI



2p2N phþ1N 2psN



Source: ß 2005 IEEE. With permission.



have used the PCA algorithm [51] (or SVD analysis [49]) whose complexity is negligible compared with the remaining operations. The VCA algorithm projects all data (N vectors of size p) onto p orthogonal directions. N-FINDR computes pN times the determinant of a p  p matrix, whose complexity is ph, with 2.3 h h h 2.9 [59]. Assuming that N p i 2, VCA complexity is lower than that of N-FINDR. With regard to PPI, given that the number of skewers (s) is much higher than the usual number of endmembers, the PPI complexity is much higher than that of VCA. Hence, we conclude that the VCA algorithm has always the lowest complexity. Figure 7.13 plots the flops for the three algorithms after data projection. In Figure 7.13a the abscissa is the number of endmembers in the scene, whereas in Figure 7.13b the abscissa is the number of pixels. Note that for five endmembers, VCA computational complexity is one order of magnitude lower than that of the N-FINDR algorithm. When the number of endmembers is higher than 15, the VCA computational complexity is, at least, two orders of magnitude lower than PPI and N-FINDR algorithms. In the introduction, besides PPI and N-FINDR algorithms, we have also mentioned ORASIS. Nevertheless, no comparison whatsoever was made with this method. The reason is that there are no ORASIS implementation details published in the literature. We can, however, make a few considerations based on the results recently published in Ref. [58]. This work compares, among others, PPI, N-FINDR, and ORASIS algorithms. Although the relative performance of the three algorithms varies, depending on SNR, number of endmembers, spectral signatures, type of atmospheric correction, and so on, (a) 109



109



VCA NFINDR PPI



108



107



Flops



Flops



108



(b) Computational complexity



106 105 104 0



Computational complexity VCA NFINDR PPI



107 106 105



5



10 15 20 Number of sources



25



104 102



FIGURE 7.13 Computational complexity measured in the number of flops.
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both PPI and N-FINDR generally perform better than ORASIS when SNR is low. Since in all comparisons conducted here the VCA performs better than or equal to PPI and N-FINDR, we expect that the proposed method performs better than or equal to ORASIS when low SNR dominates the data, although further experiments would be required to demonstrate the above remark.



7.4



Evaluation with Experimental Data



In this section, we apply the VCA algorithm to real hyperspectral data collected by the AVIRIS [5] sensor over Cuprite, Nevada. Cuprite is a mining area in southern Nevada with mineral and little vegetation [60], located approximately 200 km northwest of Las Vegas. The test site is a relatively undisturbed acid-sulphate hydrothermal system near highway 95. The geology and alteration were previously mapped in detail [61,62]. A geologic summary and a mineral map can be found in Refs. [60,63]. This site has been used extensively for remote sensing experiments over the past years [64,65]. Our study is based on a subimage (250  190 pixels and 224 bands) of a data set acquired on the AVIRIS flight 19 June 1997 (see Figure 7.14a). The AVIRIS instrument covers the spectral region from 0.41 to 2.45 mm in 224 bands with 10 nm bands. Flying at an altitude of 20 km, the AVIRIS flight has an instantaneous field of view (IFOV) of 20 m and views a swath over 10 km wide. To compare results with a signature library, we process the reflectance image after atmospheric correction. The proposed method to estimate the number of endmembers when applied to this data set estimates ^k ¼ 23 (see Figure 7.15b). According to the truth data presented in Ref. [60], there are eight materials in this area. This difference is due to (1) the presence of rare pixels not accounted for in the truth data [60] and (2) spectral variability. The bulk of spectral energy is explained with only a few eigenvectors. This can be observed from Figure 7.15a where the accumulated signal energy is plotted as a function of the eigenvalue index. The energy contained in the first eight eigenvalues is 99.94% of the total signal energy. This is further confirmed in Figure 7.14b where we show, in gray level and for each pixel, the percentage of energy contained in the subspace (a)
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FIGURE 7.14 (a) Band 30 (wavelength l ¼ 667.3 nm) of the subimage of AVIRIS Cuprite Nevada data set; (b) percentage of energy in the subspace E9:23.
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FIGURE 7.15 (a) Percentage of signal energy as a function of the number of eigenvalues; (b) mean-squared error versus k for cuprite data set.



h E9:23 i ¼ h [e9, . . . , e23] i. Notice that only a few (rare) pixels contain energy in h E9:23 i. Furthermore, these energies are a very small percentage of the corresponding spectral vector energies (less than 0.16%) in this subspace. The VD estimated by the HFC-based eigen-thresholding method [18] (Pf ¼ 103) on the same data set yields ^k ¼ 20. A lower value of Pf would lead to a lower number of endmembers. This result seems to indicate that the proposed method performs better than the HFC with respect to rare materials. To determine the type of projection applied by VCA, we compute SNR ’ 10 log10



PRp  (p=L)PR , P R  P Rp



(7:19)



where PR  E[rT r] and PRp ¼ E[rT Ud UdT r] in the case of SVD and PRp  E[rT Ud UdT r] þ rTr in the case of PCA. A visual comparison between VCA results on the Cuprite data set and the ground truth presented in Ref. [63] shows that the first component (see Figure 7.16a) is predominantly Alunite, the second component (see Figure 7.16b) is Sphene, the third component (see Figure 7.16c) is Buddingtonite, and the fourth component (see Figure 7.16d) is Montmorillonite. The fifth, seventh, and the eighth components (see Figure 7.16e, Figure 7.16g, and Figure 7.16h) are Kaolinite and the sixth component (see Figure 7.16f) is predominantly Nontronite. To confirm the classification based on the estimated abundance fractions, a comparison of the estimated VCA endmember signatures with laboratory spectra [53] is presented in Figure 7.17. The signatures provided by VCA are scaled by a factor to minimize the mean square error between them and the respective library spectra. The estimated signatures are close to the laboratory spectra. The larger mismatches occur for buddingtonite and kaolinite (#1) signatures, but only on a small percentage of the total bands. Table 7.3 compares the spectral angles between extracted endmembers and laboratory reflectances for the VCA, N-FINDR, and the PPI algorithms. The first column shows the laboratory substances with smaller spectral angle distance with respect to the signature extracted by VCA algorithm; the second column shows the respective angles. The third and the fourth columns are similar to the second one, except when the closest spectral substance is different from the corresponding VCA one. In these
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FIGURE 7.16 Eight abundance fractions estimated with VCA algorithm: (a) Alunite or Montmorillonite; (b) Sphene; (c) Buddingtonite; (d) Montmorillonite; (e) Kaolinite #1; (f) Nontronite or Kaolinite; (g) Kaolinite #2; (h) Kaolinite #3;



cases, we write the name of the substance. The displayed results follow the pattern of behavior shown in the simulations, where VCA performs better than PPI and better or similar to N-FINDR.



7.5



Conclusions



We have presented a new algorithm to unmix linear mixtures of hyperspectral sources, termed vertex component analysis. The VCA algorithm is unsupervised and is based on the geometry of convex sets. It exploits the fact that endmembers occupy the vertices
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FIGURE 7.17 Comparison of the extracted signatures (dotted line) with the USGS spectral library (solid line): (a) Alunite or Montmorillonite; (b) Sphene; (c) Buddingtonite; (d) Montmorillonite; (e) Kaolinite #1; (f) Nontronite or Kaolinite; (g) Kaolinite #2; (h) Kaolinite #3;
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Spectral Angle Distance between Extracted Endmembers and Laboratory Reflectances for VCA, N-FINDR, and PPI Algorithms Substance Alunite or montmorillonite Sphene Buddingtonite Montmorillonite Kaolinite #1 Nontronite or kaolinite Kaolinite #2 Kaolinite #3



VCA



N-FINDR



PPI



3.9 3.1 4.2 3.1 5.7 3.4 3.5 4.2



3.9 Barite (2.7) 4.1 3.0 5.3 4.8 Montmor. (4.2) 4.3



4.3 Pyrope (3.9) 3.9 2.9 Dumortierite (5.3) 4.7 3.5 5.0



of a simplex. This algorithm also estimates the dimensionality of hyperspectral linear mixtures. To determine the signal subspace in hyperspectral data set the proposed method first estimates the signal and noise correlations matrices, and then it selects the subset of eigenvalues that best represents the signal subspace in the least-square sense. A comparison with HFC and NWHFC methods is conducted yielding comparable or better results than these methods. The VCA algorithm assumes the presence of pure pixels in the data and iteratively projects data onto a direction orthogonal to the subspace spanned by the endmembers already determined. The new endmember signature corresponds to the extreme of the projection. The algorithm iterates until the number of endmembers is exhausted. A comparison of VCA with PPI [35] and N-FINDR [40] algorithms is conducted. Several experiments with simulated data lead to the conclusion that VCA performs better than PPI and better than or similar to N-FINDR. However, VCA has the lowest computational complexity among these three algorithms. Savings in computational complexity ranges between one and two orders of magnitude. This conclusion has great impact when the data set has a large number of pixels. VCA was also applied to real hyperspectral data. The results achieved show that VCA is an effective tool to unmix hyperspectral data.
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8.1 8.1.1



Part 1: Subspace Approach of Speckle Reduction in SAR Images Using ICA Introduction



The use of synthetic aperture radar (SAR) can provide images with good details under many environmental conditions. However, the main disadvantage of SAR imagery is the poor quality of images, which are degraded by multiplicative speckle noise. SAR image speckle noise appears to be randomly granular and results from phase variations of radar waves from unit reflectors within a resolution cell. Its existence is undesirable because it degrades quality of the image and affects the task of human interpretation and evaluation. Thus, speckle removal is a key preprocessing step for automatic interpretation of SAR images. A subspace method using independent component analysis (ICA) for speckle reduction is presented here.
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Review of Speckle Reduction Techniques in SAR Images



Many adaptive filters for speckle reduction have been proposed in the past. Earlier approaches include Frost filter, Lee filter, Kuan filter, etc. The Frost filter was designed as an adaptive Wiener filter based on the assumption that the scene reflectivity is an autoregressive (AR) exponential model [1]. The Lee filter is a linear approximation filter based on the minimum mean-square error (MMSE) criterion [2]. The Kuan filter is the generalized case of the Lee filter. It is an MMSE linear filter based on the multiplicative speckle model and is optimal when both the scene and the detected intensities are Gaussian distributed [3]. Recently, there has been considerable interest in using the ICA as an effective tool for signal blind separation and deconvolution. In the field of image processing, ICA has strong adaptability for representing different kinds of images and is very suitable for tasks like compression and denoising. Since the mid-1990s its applications have been extended to more practical fields, such as signal and image denoising and pattern recognition. Zhang [4] presented a new ICA algorithm by working directly with high-order statistics and demonstrated its better performance on SAR image speckle reduction problem. Malladi [5] developed a speckle filtering technique using Holder regularity analysis of the Sparse coding. Other approaches [6–8] employ multi-scale and wavelet analysis. 8.1.3



The Subspace Approach to ICA Speckle Reduction



In this approach, we assume that the speckle noise in SAR images comes from a different signal source, which accompanies but is independent of the ‘‘true signal source’’ (image details). Thus the speckle removal problem can also be described as ‘‘signal source separation’’ problem. The steps taken are illustrated by the nine-channel SAR images considered in Chapter 2 of the companion volume (Signal Processing for Remote Sensing), which are reproduced here as shown in Figure 8.1. 8.1.3.1



Estimating ICA Bases from the Image



One of the important problems in ICA is how to estimate the transform from the given data. It has been shown that the estimation of the ICA data model can be reduced to the search for uncorrelated directions in which the components are as non-Gaussian as possible [9]. In addition, we note that ICA usually gives one component (DC component) representing the local mean image intensity, which is noise-free. Thus we should treat it separately from the other components in image denoising applications. Therefore, in all experiments we first subtract the local mean, and then estimate a suitable basis for the rest of the components. The original image is first linearly normalized so that it has zero mean and unit variance. A set of overlapped image windows of 16  16 pixels are taken from it and the local mean of each patch is subtracted. The choice of window size can be critical in this application. For smaller sizes, the reconstructed separated sources can still be very correlated. To overcome the difficulties related to the high dimensionality of vectors, their dimensionality has been reduced to 64 by PCA. (Experiments prove that for SAR images that have few image details, 64 components can make image reconstruction nearly error-free.) The preprocessed data set is used as the input to FastICA algorithm, using the tanh nonlinearity. Figure 8.2 shows the estimated basis vectors after convergence of the FastICA algorithm. 8.1.3.2 Basis Image Classification As alluded earlier, we believe that ‘‘speckle pattern’’ (speckle noise) in the SAR image comes from another kind of signal source, which is independent of true signal source; hence our problem can be considered as signal source separation. However, for the
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FIGURE 8.1 The nine-channel polarimetric synthetic aperture radar (POLSAR) images.



image signal separation, we first need to classify the basis images; that is, we denote basis images that span speckle pattern space by S2 and the basis images that span ‘‘true signal’’ space by S1. Then we have S1 þ S2 ¼ V. The whole signal space that is spanned by all the basis images is denoted by V. Here, we sample in the main noise regions, which we denote by P. From the above discussion, S1 and S2 are essentially nonoverlapping or ‘‘orthogonal.’’ Then our classification rule is 8 1 P  sij  > T ith component 2S2 > sij < T ith component 2S1 :N j2P
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FIGURE 8.2 ICA basis images of the images in Figure 8.1.



where T is a selected threshold. Figure 8.3 shows the classification result. The processing results of the first five channels are shown in Figure 8.4. We further calculate the ratio of local standard deviation to mean (SD/mean) for each image and use it as a criterion for image quality. Both visual quality and performance criterion demonstrate that our method can remove the speckle noise in SAR images efficiently. 8.1.3.3



Feature Emphasis by Generalized Adaptive Gain



We now apply nonlinear contrast stretching in each component to enhance the image features. Here, adaptive gain [6] through nonlinear processing, denoted as f(), is generalized to incorporate hard thresholding to avoid amplifying noise and remove small noise perturbations.



FIGURE 8.3 (a) The basis images 2S1 (19 components). (b) The basis images 2S2 (45 components).
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FIGURE 8.4 Recovered images with our method.



8.1.3.4 Nonlinear Filtering for Each Component Our nonlinear filtering is simple to realize. For the components that belong to S2, we simply set them to zero, but we apply our GAG operator to other components that belong to S1, to enhance the image feature. Then the recovered Sij can be calculated by the following equation:  0 ith component 2S2 ^sij ¼ f (sij ) ith component 2S1 Finally the restored image can be obtained after a mixing transform. A comparison is made with other methods including the Wiener filter, the Lee filter, and Kuan filter. The result of using Lee filter is shown in Figure 8.5. The ratio comparison is shown in Table 8.1. The smaller the ratio, the better the image quality. Our method has the smallest ratios in most cases.
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FIGURE 8.5 Recovered images using Lee filter.



As a concluding remark the subspace approach as presented allows quite a flexibility to adjust parameters such that significant improvement in speckle reduction with the SAR images can be achieved.



8.2 8.2.1



Part 2: A Bayesian Approach to ICA of SAR Images Introduction



We present a PCA–ICA neural network for analyzing the SAR images. With this model, the correlation between the images is eliminated and the speckle noise is largely reduced in only the first independent component (IC) image. We have used, as input data for the ICA parts, only the first principal component (PC) image. The IC images obtained are of very high quality and better contrasted than the first PC image. However, when the second and third PC images are also used as input images with the first PC image, the results are less impressive and the first IC images become less contrasted and more affected by the noise. This can be justified by the fact that the ICA parts of the models



TABLE 8.1 Ratio Comparison



Channel 1 Channel 2 Channel 3 Channel 4 Channel 5



Original



Our Method



Wiener Filter



Lee Filter



Kuan Filter



0.1298 0.1009 0.1446 0.1259 0.1263



0.1086 0.0526 0.0938 0.0371 0.1010



0.1273 0.0852 0.1042 0.0531 0.0858



0.1191 0.1133 0.1277 0.0983 0.1933



0.1141 0.0770 0.1016 0.0515 0.0685
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are essentially based on the principle of the Infomax algorithm for the model proposed in Ref. [10]. The Informax algorithm, however, is efficient only in the case where the input data have low additive noise. The purpose of Part 2 is to propose a Bayesian approach of the ICA method that performs well for analyzing images and that presents some advantages compared to the previous model. The Bayesian approach ICA method is based on the so-called ensemble learning algorithm [11,12]. The purpose is to overcome the disadvantages of the method proposed in Ref. [10]. Before detailing the present method in Section 8.2.4, we present in Section 8.2.2 the SAR image model and the statistics to be used later. Section 8.2.3 is devoted to the whitening phase of the proposed method. This step of processing is based on the so-called simultaneous diagonalization transform for performing the PCA method of SAR images [13]. Experimental results based on real SAR images shown in Figure 8.1 are discussed in Section 8.2.5. To prove the effectiveness of the proposed method, the FastICA-based method [9] is used for comparison. The conclusion for Part 2 is in Section 8.2.6.



8.2.2



Model and Statistics



We adopt the same model used in Ref. [10]. Speckle has the characteristics of a multiplicative noise in the sense that its intensity is proportional to the value of the pixel content and is dependent on the target nature [13]. Let xi be the content of the pixel in the ith image, si the noise-free signal response of the target, and ni the speckle. Then, we have the following multiplicative model: xi ¼ si ni



(8:1)



By supposing that the speckle has unity mean, standard deviation of si, and is statistically independent of the observed signal xi [14], the multiplicative model can be rewritten as xi ¼ si þ si (ni  1)



(8:2)



The term si (ni  1) represents the zero mean signal-dependent noise and characterizes the speckle noise variation. Now, let X be the stationary random vector of input SAR images. The covariance matrix of X, SX, can be written as SX ¼ Ss þ Sn



(8:3)



where Ss and Sn are the covariance matrices of the noise-free signal vector and the signaldependent noise vector, respectively. The two matrices, SX and Sn, are used in constructing the linear transformation matrix of the whitening phase of the proposed method.



8.2.3



Whitening Phase



The whitening phase is ensured by the PCA part of the proposed model (Figure 8.6). The PCA-based part (Figure 8.7) is devoted to the extraction of the PC images. It is based on the simultaneous diagonalization concept of the two matrices SX and Sn, via one orthogonal matrix A. This means that the PC images (vector Y) are uncorrelated and have an additive noise that has a unit variance. This step of processing allows us to make our application coherent with the theoretical development of ICA. In fact, the constraint to
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FIGURE 8.6 The proposed PCA–ICA model for SAR image analysis.



have whitening uncorrelated inputs is desirable in ICA algorithms because it simplifies the computations considerably [11,12]. These inputs are assumed non-Gaussian, centered, and have unit variance. It is ordinarily assumed that X is zero-mean, which in turn means that Y is also zero-mean, where the condition of unit variance can be achieved by standardizing Y. For the non-Gaussianity of Y, it is clear that the speckle, which has non-Gaussianity properties, is not affected by this step of processing because only the second-order statistics are used to compute the matrix A. The criterion for determining A is: ‘‘Finding A such as the matrix Sn becomes an identity matrix and the matrix SX is transformed, at the same time, to a diagonal matrix.’’ This criterion can be formulated in the constrained optimization framework as Maximize AT SX A subject to AT Sn A ¼ I



(8:4)



where I is the identity matrix. Based on the well-developed aspects of the matrix theories and computations, the existence of A is proved in Ref. [12] and a statistical algorithm for obtaining it is also proposed. Here, we propose a neuronal implementation of this algorithm [15] with some modifications (Figure 8.7). It is composed of two PCA neural networks that have the same topology. The lateral weights cj1 and cj2, forming the vectors C1 and C2, respectively, connect all the first m  1 neurons with the mth one. These connections play a very important role in the model because they work toward the orthogonalization of the synaptic vector of the mth neuron with the vectors of the previous m  1 neurons. The solid lines denote the weights wi1, cj1 and wi2, cj2, respectively, W1



. . .



Y



C1



. .
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C2



. .



.



First PCA neural network



FIGURE 8.7 The PCA part of the proposed model for SAR image analysis.



Second PCA neural network
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which are trained at the mth stage, while the dashed lines correspond to the weights of the already trained neurons. Note that the lateral weights asymptotically converge to zero, so they do not appear among the already trained neurons. The first network of Figure 8.7 is devoted to whitening the noise in Equation 8.2, while the second one is for maximizing the variance given that the noise is already whitened. Let X1 be the input vector of the first network. The noise is whitened, through the feedforward weights {wij1}, where i and j correspond to the input and output neurons, respectively, and the superscript 1 designates the weighted matrix of the first network. After convergence, the vector X is transformed to the new vector X0 via the matrix U ¼ W1L1/2, where W1 is the weighted matrix of the first network, L is the diagonal matrix of eigenvalues of Sn (variances of the output neurons) and L1/2 is the inverse of its square root. Next, X0 be the input vector of the second network. It is connected to M outputs, with M  N, corresponding to the intermediate output vector noted X2, through the feedforward weights {wij2}. Once this network is converged, the PC images to be extracted (vector Y) are obtained as Y ¼ AT X ¼ UW2 X



(8:5)



where W2 is the weighted matrix of the second network. The activation of each neuron in the two parts of the network is a linear function of their inputs. The kth iteration of the learning algorithm, for both networks, is given as: w(k þ 1) ¼ w(k) þ b(k)(qm (k)P  q2m (k)w(k))



(8:6)



c(k þ 1) ¼ c(k) þ b(k)(qm (k)Q  q2m (k)c(k))



(8:7)



Here P and Q are the input and output vectors of the network, respectively. b(k) is a positive sequence of the learning parameter. The global convergence of the PCA-based part of the model is strongly dependent on the parameter b. The optimal choice of this parameter is well studied in Ref. [15].



8.2.4



ICA of SAR Images by Ensemble Learning



Ensemble learning is a computationally efficient approximation for exact Bayesian analysis. With Bayesian learning, all information is taken into account in the posterior probabilities. However, the posterior probability density function (pdf) is a complex high-dimensional function whose exact treatment is often difficult, if not impossible. Thus some suitable approximation method must be used. One solution is to find the maximum A posterior (MAP) parameters. But this method can overfit because it is sensitive to probability density rather than probability mass. The correct way to perform the inference would be to average over all possible parameter values by drawing samples from the posterior density. Rather than performing a Markov chain Monte Carlo (MCMC) approach to sample from the true posterior, we use the ensemble learning approximation [11]. Ensemble learning [11,12] which is a special case of variational learning, is a recently developed method for parametric approximation of posterior pdfs where the search takes into account the probability mass of the models. Therefore, it solves the tradeoff between under- and overfitting. The basic idea in ensemble learning is to minimize the misfit between the posterior pdf and its parametric approximation by choosing a computationally tractable parametric approximation—an ensemble—for the posterior pdf.
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In fact, all the relevant information needed in choosing an appropriate model is contained in the posterior pdfs of hidden sources and parameters. Let us denote the set of available data, which are the PC output images of the PCA part of Figure 8.7, by X, and the respective source vectors by S. Given the observed data X, the unknown variables of the model are the sources S, the mixing matrix B, the parameters of the noise and source distributions, and the hyperparameters. For notational simplicity, we shall denote the ensemble of these variables and parameters by u. The posterior P (S, ujX) is thus a pdf of all these unknown variables and parameters. We wish to infer the set pdf parameters u given the observed data matrix X. We approximate the exact posterior probability density, P(S, ujX), by a more tractable parametric approximation, Q(S, ujX), for which it is easy to perform inferences by integration rather than by sampling. We optimize the approximate distribution by minimizing the Kullback–Leibler divergence between the approximate and the true posterior distribution. If we choose a separable distribution for Q(S, ujX), the Kullback–Leibler divergence will split into a sum of simpler terms. An ensemble learning model can approximate the full posterior of the sources by a more tractable separable distribution. The Kullback–Leibler divergence CKL, between P(S, ujX) and Q(S, ujX), is defined by the following cost function:   ð Q(S, ujX) CKL ¼ Q(S, ujX) log du dS P(S, ujX)



(8:8)



CKL measures the difference in the probability mass between the densities P(S, ujX) and Q(S, ujX). Its minimum value 0 is achieved when the two densities are the same. For approximating and then minimizing CKL, we need the exact posterior density P(S, ujX) and its parametric approximation Q(S, ujX). According to the Bayes rule, the posterior pdf of the unknown variables S and u is such as: P(S, ujX) ¼



P(XjS, u)P(Sju)P(u) P(X)



(8:9)



The term P(XjS, u) is obtained from the model that relates the observed data and the sources. The terms P(Sju) and P(u) are products of simple Gaussian distributions and they are obtained directly from the definition of the model structure [16]. The term P(X) does not depend on the model parameters and can be neglected. The approximation Q(S, ujX) must be simple for mathematical tractability and computational efficiency. Here, both the posterior density P(S, ujX) and its approximation Q(S, ujX) are products of simple Gaussian terms, which simplify the cost function given by Equation 8.8 considerably: it splits into expectations of many simple terms. In fact, to make the approximation of the posterior pdf computationally tractable, we shall choose the ensemble Q(S, ujX) to be a Gaussian pdf with diagonal covariance. The independent sources are assumed to have mixtures of Gaussian as distributions. The observed data are also assumed to have additive Gaussian noise with diagonal covariance. This hypothesis is verified by performing the whitening step using the simultaneous diagonalization transform as it is given in Section 8.2.3. The model structure and all the parameters of the distributions are estimated from the data. First, we assume that the sources S are independent of the other parameters u, so that Q(S, ujX) decouples into Q(S, ujX) ¼ Q(SjX)Q(ujX)



(8:10)
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For the parameters u, a Gaussian density with a diagonal covariance matrix is supposed. This implies that the approximation is a product of independent distributions: Y Q (u jX) (8:11) Q(ujX) ¼ i i i The parameters of each Gaussian component density Qi(uijX) are its means i and variances ~i. The Q(ujX) is similar. The cost function CKL is a function of the posterior means i and variances ~i of the sources and the parameters of the network. This is because instead of finding a point estimate, the joint posterior pdf of the sources and parameters is estimated in ensemble learning. The variances give information about the reliability of the estimates. Let us now denote the two parts of the cost function given by Equation 8.8 arising in the denominator and numerator of the logarithm respectively by Cp ¼  Ep(log (P)) and Cq ¼ Eq(log (Q)). The variances ~i are obtained by differentiating Equation 8.8 with respect to ~i [16]: @CKL @Cp @Cq @Cp 1 ¼ þ ¼  @ u~i @ u~i @ u~i @ u~i 2u~i



(8:12)



Equating this to zero yields a fixed-point iteration for updating the variances: u~i ¼







@Cp 2 @ u~i



1 (8:13)



The means i can be estimated from the approximate Newton iteration [16]: ui



 1 @Cp @ 2 Cp @Cp  ui    ui   u~i 2  @ ui @ ui @ ui



(8:14)



The algorithm solves Equation 8.13 and Equation 8.14 iteratively until convergence is achieved. The practical learning procedure consists of applying the PCA part of the model. The output PC images are used to find sensible initial values for the posterior means of the sources. The PCA part of the model yields clearly better initial values than a random choice. The posterior variances of the sources are initialized to small values. 8.2.5



Experimental Results



The SAR images used are shown in Figure 8.1. To prove the effectiveness of the proposed method, the FastICA-based method [13,14] is used for comparison. The extracted IC images using the proposed method are given in Figure 8.8. The extracted IC images using the FastICA-based method are presented in Figure 8.9. We note that the FastICAbased method gives inadequate results because the IC images obtained are contrasted too much. It is clear that the proposed method gives the IC images that are better than the original SAR images. Also, the results of ICA by ensemble learning exceed largely the results of the FastICA-based method. We observe that the effect of the speckle noise is largely reduced in the images based on ensemble learning especially in the sixth image, which is an image of high quality. It appears that the low quality of some of the images by the FastICA method is caused by being trapped in local minimum while the ensemble learning–based method is much more robust.
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First IC image



Second IC image



Third IC image



Fourth IC image



Fifth IC image



Sixth IC image



Seventh IC image



Eighth IC image



Ninth IC image



FIGURE 8.8 The results of ICA by ensemble learning.



Table 8.2 shows a comparison of the computation time between the FastICA method and the proposed method. It is evident that the FastICA method has significant advantage in computation time. 8.2.6



Conclusions



We have suggested a Bayesian approach of ICA applied to SAR image analysis. This consists of using the ensemble learning, which is a computationally efficient approximation for exact Bayesian analysis. Before performing the ICA by ensemble learning, a PCA neural network model that performs the simultaneous diagonalization of the noise
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First IC image



Second IC image



Third IC image



Fourth IC image



Fifth IC image



Sixth IC image



Seventh IC image



Eighth IC image



Ninth IC image



FIGURE 8.9 The results of the FastICA-based method.



TABLE 8.2 Computation Time of FastICA-Based Method and ICA by Ensemble Learning Method FastICA-based method ICA by ensemble learning



Computation Time (sec)



Number of Iterations



23.92 2819.53



270 130
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covariance matrix and the observed data covariance matrix is applied to SAR images. The PC images are used as input data of ICA by ensemble learning. The obtained results are satisfactory. The comparative study with FastICA-based method shows that ICA by ensemble learning is a robust technique that has an ability to avoid the local minimal and so reaching the global minimal in contrast to the FastICA-based method, which does not have this ability. However, the drawback of ICA by ensemble learning is the prohibitive computation time compared to that of the FastICA-based method. This can be justified by the fact that ICA by ensemble learning requires many parameter estimations during its learning process. Further investigation is needed to reduce the computational requirement.
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9.1



Introduction



In this chapter, by employing long-memory spectral analysis techniques, the discrimination between oil spill and low-wind areas in sea synthetic aperture radar (SAR) images and the simulation of spectral densities of sea SAR images are described. Oil on the sea surface dampens capillary waves, reduces Bragg’s electromagnetic backscattering effect and, therefore, generates darker zones in the SAR image. A low surface wind speed, 189
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which reduces the amplitudes of all the wave components (not just capillary waves), and the presence of phytoplankton, algae, or natural films can also cause analogous effects. Some current recognition and classification techniques span from different algorithms for fractal analysis [1] (i.e., spectral algorithms, wavelet, and box-counting algorithms for the estimation of the fractal dimension D) to algorithms for the calculation of the normalized intensity moments (NIM) of the sea SAR image [2]. The problems faced when estimating the value of D include small variations due to oil slick and weak-wind areas and the effect of the edges between two anomaly regions with different physical characteristics. There are also computational problems that arise when the calculation of NIM is related to real (i.e., not simulated) sea SAR images. In recent years, the analysis of natural clutter in high-resolution SAR images has improved by the utilization of self-similar random process models. Many natural surfaces, like terrain, grass, trees, and also sea surfaces, correspond to SAR precision images (PRI) that exhibit long-term dependence behavior and scale-limited fractal properties. Specifically, the long-term dependence or long-range dependence (LRD) property describes the high-order correlation structure of a process. Suppose that Y(m,n) is a discrete twodimensional (2D) process whose realizations are digital images. If Y (m,n) exhibits long memory, persistent spatial (linear) dependence exists even between distant observations. On the contrary, the short memory or short-range dependence (SRD) property describes the low-order correlation structure of a process. If Y (m,n) is a short-memory process, observations separated by a long spatial span are nearly independent. Among the possible self-similar models, two classes have been used in the literature to describe the spatial correlation properties of the scattering from natural surfaces: fractional Brownian motion (fBm) models and fractionally integrated autoregressive moving average (FARIMA) models. In particular, fBm provides a mathematical framework for the description of scale-invariant random textures and amorphous clutter of natural settings. Datcu [3] used an fBm model for synthesizing SAR imagery. Stewart et al. [4] proposed an analysis technique for natural background clutter in high-resolution SAR imagery. They employed fBm models to discriminate among three clutter types: grass, trees, and radar shadows. If the fBm model provides a good fit with the periodogram of the data, it means that the power spectral density (PSD), as a function of the frequency, is approximately a straight line with negative slope in a log–log plot. For particular data sets, the estimated PSD cannot be correctly represented by an fBm model. There are different slopes that characterize the plot of the logarithm of the periodogram versus the logarithm of the frequency. They reveal a greater complexity of the analyzed phenomenon. Therefore, we can utilize FARIMA models that preserve the negative slope of the long-memory data PSD near the origin and, through the so-called SRD functions, modify the shape and the slope of the PSD with increasing frequency. The SRD part of a FARIMA model is an autoregressive moving average (ARMA) process. Ilow and Leung [5] used the FARIMA model as a texture model for sea SAR images to capture the long-range and short-range spatial dependence structures of some sea SAR images collected by the RADARSAT sensor. Their work was limited to the analysis of isotropic and homogeneous random fields, and only to AR or MA models (ARMA models were not considered). They observed that, for a statistically isotropic and homogeneous field, it is a common practice to derive a 2D model from a one-dimensional (1D) model by replacing the argument K in the PSD of a 1D process, S(K), with qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ kKk ¼ Kx2 þ Ky2 to get the radial PSD: S(kKk). When such properties hold, the PSD of the correspondent image can be completely described by using the radial PSD.
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Unfortunately, sea SAR images cannot be considered simply in terms of a homogeneous, isotropic, or amorphous clutter. The action of the wind contributes to the anisotropy of the sea surfaces and the particular self-similar behavior of sea surfaces and spectra, correctly described by means of the Weierstrass-like fractal model [6], strongly complicates the self-similar representation of sea SAR imagery. Bertacca et al. [7,8] extended the work of Ilow and Leung to the analysis of nonisotropic sea surfaces. The authors made use of ARMA processes to model the SRD part of the mean radial PSD (MRPSD) of sea European remote sensing 1 and 2 (ERS-1 and ERS-2) SAR PRI. They utilized a FARIMA analysis technique of the spectral densities to discriminate low-wind from oil slick areas on the sea surface. A limitation to the applicability of FARIMA models is the high number of parameters required for the ARMA part of the PSD. Using an excessive number of parameters is undesirable because it increases the uncertainty of the statistical inference and the parameters become difficult to interpret. Using fractionally exponential (FEXP) models allows the representation of the logarithm of the SRD part of the long-memory PSD to be obtained, and greatly reduces the number of parameters to be estimated. FEXP models provide the same goodness of fit as FARIMA models at lower computational costs. We have experimentally determined that three parameters are sufficient to characterize the SRD part of the PSD of sea SAR images corresponding to absence of wind, low surface wind speeds, or to oil slicks (or spills) on the sea surface [9]. The first step in all the methods presented in this chapter is the calculation of the directional spectrum of a sea SAR image by using the 2D periodogram of an N  N image. To decrease the variance of the spectral estimation, we average spectral estimates obtained from nonoverlapping squared blocks of data. The characterization of isotropic or anisotropic 2D random fields is done first using a rectangular to polar coordinates transformation of the 2D PSD, and then considering, as radial PSD, the average of the radial spectral densities for q ranging from 0 to 2p radians. This estimated MRPSD is finally modeled using a FARIMA or an FEXP model independently of the anisotropy of sea SAR images. As the MRPSD is a 1D signal, we define these techniques as 1D PSD modeling techniques. It is observed that sea SAR images, in the presence of a high or moderate wind, do not have statistical isotropic properties [7,8]. In these cases, MRPSD modeling permits discrimination between different sea surface anomalies, but it is not sufficient to completely represent anisotropic and nonhomogeneous fields in the spectral domain. For instance, to characterize the sea wave directional spectrum of a sea surface, we can use its MRPSD together with an apposite spreading function. Spreading functions describe the anisotropy of sea surfaces and depend on the directions of the waves. The assumption of spatial isotropy and nondirectionality for sea SAR images is valid when the sea is calm, as the sea wave energy is spread in all directions and the SAR image PSD shows a circular symmetry. However, with surface wind speeds over 7 m/sec, and, in particular, when the wind and the radar directions are orthogonal [10], the anisotropy of the PSD of sea SAR images starts to be perceptible. Using a 2D model allows the information on the shape of the SAR image PSD to be preserved and provides a better representation of sea SAR images. In this chapter, LRD models are used in addition to the fractal sea surface spectral model [6] to obtain a suitable representation of the spectral densities of sea SAR images. We define this technique as the 2D PSD modeling technique. These 2D spectral models (FARIMA-fractal or FEXP-fractal models) can be used to simulate sea SAR image spectra in different sea states and wind conditions—and with oil slicks—at a very low computational cost. All the presented methods demonstrated reliable results when applied to ERS2 SAR PRI and to ERS-2 SAR Ellipsoid Geocoded Images.
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Methods of Estimating the PSD of Images



The problem of spectral estimation can be faced in two ways: applying classical methods, which consist of estimating the spectrum directly from the observed data, or by a parametrical approach, which consists of hypothesizing a model, estimating its parameters from the data, and verifying the validity of the adopted model a posteriori. The classical methods of spectrum estimation are based on the calculation of the Fourier transform of the observed data or of their autocorrelation function [11]. These techniques of estimation ensure good performances in case the available samples are numerous and require the sole hypothesis of stationarity of the observed data. The methods that depend on the choice of a model ensure a better estimation than the ones obtainable with the classical methods in case the available data are less (provided the adopted model is correct). The classical methods are preferable for the study of SAR images. In these applications, an elevated number of pixels are available and one cannot use models that describe the process of generation of the samples and that turn out to be simple and accurate at the same time.



9.2.1



The Periodogram



This method of estimation, in the 1D case, requires the calculation of the Fourier transform of the sequence of the observed data. When working with bidimensional stochastic processes, whose sample functions are images [12], in place of a sequence x[n], we consider a data matrix x[m, n], m ¼ 0, 1, . . . , (M  1), n ¼ 0, 1, . . . , (N  1). In these cases, one uses the bidimensional version of the periodogram as defined by the equation 2   M 1 N 1 X X 1   j2p( f m þ f n) 1 2 ^ PER ( f1 , f2 ) ¼ P x[m, n]e    MN  m¼0 n¼0



(9:1)



Observing that X( f1 , f2 ) ¼



M 1 N 1 X X



x[m, n]ej2p( f1 m þ f2 n)



(9:2)



m¼0 n¼0



is the Fourier bidimensional discrete transform of the data sequence, Equation (9.1), can thus be rewritten as ^ PER ( f1 , f2 ) ¼ 1 jX( f1 , f2 )j2 P MN



(9:3)



It can be demonstrated that the estimator in the above equation is not only asymptotically unbiased (the average value of the estimator tends, at the limit for N ! 1 and M ! 1, to the PSD of the data) but also inconsistent (the variance of the estimator does not tend to zero in the limit for N ! 1 and M ! 1). The technique of estimation through the periodogram remains, however, of great practical interest: from Equation 9.3, we perceive the computational simplicity achievable through an implementation of the calculation of the fast Fourier transform (FFT).
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Bartlett Method: Average of the Periodograms



A simple strategy adopted to reduce the variance of the estimator (Equation 9.3) consists of calculating the average of several independent estimations. As the variance of the estimator does not decrease with the increasing of the dimensions of the matrix of the data, one can subdivide this matrix in disconnected subsets, calculate the periodogram of each subset and execute the average of all the periodograms. Figure 9.1 shows an image of N  M pixels (a matrix of N  M elements) subdivided into K2 subwindows that are not superimposed by each of the R  S elements  xlx ly [m, n] ¼ x[m þ lx K, n þ ly K]



m ¼ 0, 1, . . . , (R  1) n ¼ 0, 1, . . . , (S  1)



(9:4)



with M¼RK N ¼ S  K,







lx ¼ 0, 1, . . . , (K  1) ly ¼ 0, 1, . . . , (K  1)



(9:5)



The estimation according to Bartlett’s procedure gives K1 X K1 X ^ BART ( f1 , f2 ) ¼ 1 ^ (lx ly ) ( f1 , f2 ) P P K2 l ¼0 l ¼0 PER x



(9:6)
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K FIGURE 9.1 Calculation of the periodogram in an image (a bidimensional sequence) with Bartlett’s method.
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^ PER(lx ly )( f1, f2) represents the periodogram calculated on the In the above equation, P subwindows identified in the couple (lx, ly) and defined by the equation ^ (lx ly ) ( f1 , f2 ) P PER



2   R1 X S1 1 X j2p( f1 m þ f2 n)  ¼ xlx ly [m, n]e    RS m¼0 n¼0



(9:7)



A reduction in the dimensions of the windows containing the data that are analyzed corresponds to a loss of resolution for the estimated spectrum. Consider the average value of the estimator modified according to Bartlett: K1 X K1 n o n o n o X ^ BART ( f1 , f2 ) ¼ 1 ^ (lx ly ) ( f1 , f2 ) ¼ E P ^ (lx ly ) ( f1 , f2 ) E P E P PER PER K2 l ¼0 l ¼0 x



(9:8)



y



From the above equation, we obtain the equation n o ^ BART ( f1 , f2 ) ¼ WB (f1 , f2 )  Sx ( f1 , f2 ) E P



(9:9)



From the above equation, we have that the average value of the estimator is the result of the double periodical convolution between the function WB( f1, f2) and the spectral density of power Sx( f1, f2) relative to the data matrix. Equation 9.6 thus defines a biased estimator. By a direct extension of the 1D theory of the spectral estimate, it is possible to interpret the function WB( f1, f2) as a 2D Fourier transform of the window (



1jkj R



w(k, l) ¼ 0







1







jlj S







jkj  R jlj  S otherwise if



(9:10)



Given that the window (Equation 9.10) is separable, the Fourier transform is the product of the 1D transforms:    1 1 sin(pf1 R) 2 sin(pf2 S) 2 WB ( f1 , f2 ) ¼ R S sin(pf1 ) sin(pf2 )



(9:11)



The application of Bartlett’s method determines the smearing of the estimated spectrum. Such a phenomenon is scarcely relevant only if WB( f1, f2) is very narrow in relation to X( f1, f2), that is, if the window used is sufficiently long. For example, for R ¼ S ¼ 256, we 1 have that the band at 3 dB of the principal lobe of WB( f1, f2) is equal to around R1 ¼ 256 . The resolution in frequency is equal to this value. Bartlett’s method permits a reduction in the variance of the estimator by a factor proportional to K2 [12]: n o n o ^ BART ( f1 , f2 ) ¼ 1 var P ^ (l) ( f1 , f2 ) var P PER K2



(9:12)



Such a result is correct only if the various periodograms are independent estimates. When the subsets of data are chosen as the contiguous blocks of the same realization, as shown in Figure 9.1, the windows of the data do not turn out to be uncorrelated among themselves, and a reduction in the variance by a factor inferior to K2 must be accepted. In conclusion, the periodogram is a nonconsistent and asymptotically unbiased estimator of the PSD of a bidimensional sequence. The bias of the estimator can be mathematically
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described in the form of a double convolution of the true spectrum with a spectral window  2  2 sin (pf2 N) 1 1 sin (p f1 M) of the type WBtot ( f1 , f2 ) ¼ M , where with M and N we indicate the N sin (p f1 ) sin (pf2 ) dimensions of the bidimensional sequence considered. If we carry out an average of the periodograms calculated on several adjacent subsequences (Bartlett’s method), each of R  S samples, as in Figure 9.1, the bias of the estimator can still be represented as the double convolution (see Equation 9.9) of the true spectrum with the spectral window (Equation 9.11):     1 1 sin(p f1 R) 2 sin(pf2 S) 2 M N WB ( f1 , f2 ) ¼ , where R ¼ , S ¼ R S sin(p f1 ) sin(pf2 ) K K



(9:13)



^ BART( f1, f2) is greater than that of P ^ PER( f1, f2), because of the The bias of the estimator P greater width of the principal lobe of the corresponding spectral window. The bias can hence be interpreted in relation to its effects on the resolution of the spectrum. For a fixed dimension of the sequence to be analyzed, M rows and N columns, the variance of the estimator diminishes with the increase in the number of the periodograms, but R and S also diminish and thus the resolution of the estimated spectrum. Therefore, in Bartlett’s method, a compromise needs to be reached between the bias or resolution of the spectrum on one side and the variance of the estimator on the other. The actual choice of the parameters M, N, R, and S in a real situation is orientated by the a priori knowledge of the signal to be analyzed. For example, if we know that the spectrum has a very narrow peak and if it is important to resolve it, we must choose sufficiently large R and S values to obtain the desired resolution in frequency. It is then necessary to use a pair of sufficiently high M and N values to obtain a conveniently low variance for Bartlett’s estimator.



9.3



Self-Similar Stochastic Processes



In this section, we recall the definitions of self-similar and long-memory stochastic processes. Definition 1: Let Y(u), u 2 R be a continuous random process. It is called self-similar with selfsimilarity parameter H, if for any positive constant b, the following relation holds: d



bH Y(bu)¼ Y(u)



(9:14) d



In Definition 1, bH Y (bu) is called rescaled process with scale factor b, and ¼ means the equality of all the finite dimensional probability distributions. For any sequence of points u1, . . . ,uN and all b > 0, we have that bH [Y(bu1), . . . ,Y (buN)] has the same distribution as [Y(u1), . . . , Y(uN)] In this chapter, we analyze the correlation and PSD structure of discrete stochastic processes. Then we can impose a condition on the correlation of stochastic stationary processes introducing the definition of second-order self-similarity. Let Y(n), n 2 N be a covariance stationary discrete random process with mean h ¼ E{Y(n)}, variance s2, and autocorrelation function R(m) ¼ E{Y(n þ m)Y(n)}, m  0. The spectral density of the process is defined as [13]:
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S(K) ¼



1 s2 X R(m)eimK 2p m¼1



(9:15)



Assume that [14,15] lim R(m) ¼ cR  mg



(9:16)



m!1



where cR is a constant and 0 < g < 1. For each l ¼ 1, 2, . . . , we indicate with the symbols Yl (n) ¼ {Yl(n), n ¼ 1, 2, . . . } the series obtained by averaging Y(n) over nonoverlapping blocks of size l: Yl (n) ¼



Y[(n  1)l]    þ Y[(nl  1)] , n>1 l



(9:17)



Definition 2: A process is called exactly second-order self-similar with self-similarity parameter g H ¼ 1  if, for each l ¼ 1, 2, . . . , we have that 2 Var{Yl } ¼ s2 lg Rl (m) ¼ R(m) ¼



i 1h (m þ 1)2H  2m2H þ jm  1j2H , 2



m0



(9:18)



where Rl(m) denotes the autocorrelation function of Yl(n) Definition 3: A process is called asymptotically second-order self-similar with self-similarity g parameter H ¼ 1  if 2 lim Rl (m) ¼ R(m) (9:19) l!1



Thus, if the autocorrelation functions of the processes Yl(n) are the same as or become indistinguishable from R(m) as m ! 1, the covariance stationary discrete process Y(n) is second-order self-similar. Lamperti [16] demonstrated that self-similarity is produced as a consequence of limit theorems for sums of stochastic variables. Definition 4: Let Y(u), u 2 R be a continuous random process. Suppose that for any n  1, n 2 R and any n points (u1, . . . , un), the random vectors {Y(u1 þ n)  Y(u1 þ n  1), . . . , Y(un þ n)  Y(un þ n  1)} show the same distribution. Then the process Y(u) has stationary increments. Theorem 1: Let Y(u), u 2 R be a continuous random process. Suppose that: 1. P{Y(1) 6¼ 0} > 0 2. X1, X2,    is a stationary sequence of stochastic variables 3. b1, b2,    are real, positive normalizing constants for which lim {log (bn )} ¼ 1 n!1



4. Y(u) is the limit in distribution of the sequence of the normalized partial sums



1 b1 n Snu ¼ bn



bnuc X



Xj ,



n ¼ 1,2, . . .



j¼1



Then, for each t > 0 there exists an H > 0 such that 1. Y(u) is self-similar with self-similarity parameter H 2. Y(u) has stationary increments



(9:20)
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Furthermore, all self-similar processes with stationary increments and H > 0 can be obtained as sequences of normalized partial sums. Let Y(u), u 2 R be a continuous self-similar random process with self-similarity parameter H such that d



Y(u) ¼ uH Y(1)



(9:21)



for any u > 0. d Then, indicating with ! the convergence in distribution, we have the following behavior of Y(u) as u tends to infinity [17]: .



d



If H < 0, then Y(u) ! 0 d Y(u)¼ Y(1)



.



If H ¼ 0, then



.



If H > 0 and Y(u) 6¼ 0, then jY(u)j ! 1



d



If u tends to zero, we have the following: d



.



If H < 0 and Y(u) 6¼ 0, then jY(u)j ! 1



.



If H ¼ 0, then Y(u)¼ Y(1) d If H > 0, then Y(u) ! 0



.



d



We notice that: . . .



.



9.3.1



Y(u) is not stationary unless Y(u)  0 or H ¼ 0 If H ¼ 0, then P{Y(u) ¼ Y(1)} ¼ 1 for any u > 0 If H < 0, then Y(u) is not a measurable process unless P{Y(u) ¼ Y(1) ¼ 0} ¼ 1 for any u > 0 [18] As stationary data models, we use self-similar processes, Y(u), with stationary increments, self-similarity parameter H > 0 and P{Y(0) ¼ 0} ¼ 1 Covariance and Correlation Functions for Self-Similar Processes with Stationary Increments



Let Y(u), u 2 R be a continuous self-similar random process with self-similarity parameter H. Assume that Y(u) has stationary increments and that E{Y(u)} ¼ 0. Indicate with s2 ¼ E{Y(u)  Y(u  1)} ¼ E{Y2 (u)} the variance of the stationary increment process X(u) with X(u) ¼ Y(u)  Y(u  1). We have that n o n o E ½Y(u)  Y(v)2 ¼ E ½Y(u  v)  Y(0)2 ¼ s2 (u  v)2H



(9:22)



where u, v 2 R and u > v. In addition n o n o n o E ½Y(u)  Y(v)2 ¼ E ½Y(u)2 þ E ½Y(v)2  2EfY(u)Y(v)g ¼ ¼ s2 u2H þ s2 v2H  2CY (u, v) where CY(u, v) denotes the covariance function of the nonstationary process Y(u).



(9:23)
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1  CY (u, v) ¼ s2 u2H  (u  v)2H þ v2H 2



(9:24)



The covariance function of the stationary increment sequence X(j) ¼ Y(j)  Y(j  1), j ¼ 1, 2, . . . is C(m) ¼ Cov{X(j), X(j þ m)} ¼ Cov{X(1), X(1 þ m)} ¼ 82 32 2 32 2 32 2 32 9 < = m þ1 m m mþ1 X X X X 1 X(p)5 þ4 X(p)5 4 X(p)5 4 X(p)5 ¼ E 4 ; 2 : p¼1 p¼2 p¼1 p¼2 ¼



(9:25)



o n o n oo 1n n E ½Y(1 þ m)  Y(0)2 þ E ½Y(m  1)  Y(0)2  2E ½Y(m)  Y(0)2 2



After some algebra, we obtain 1  C(m) ¼ s2 (m þ 1)2H  2m2H þ (m  1)2H , 2 C(m) ¼ C(m), m < 0 Then, the correlation function, R(m) ¼



m0



(9:26)



C(m) , is s2



1 (m þ 1)2H  2m2H þ (m  1)2H , 2 R(m) ¼ R( m), m < 0



R(m) ¼



m0



(9:27)



If 0 < H < 1 and H 6¼ 0, we have that [19] lim {R(m)} ¼ H(2H  1)m2H2



m!1



(9:28)



We notice that: .



If 12 < H < 1, then the correlations decay very slowly and sum to infinity: 1 P R(m) ¼ 1. The process has long memory (it has LRD behavior). m¼1



. .



If H ¼ 12, then the observations are uncorrelated: R (m) ¼ 0 for each m. 1 P If 0 < H < 12, then the correlations sum to zero: R(m) ¼ 0. In reality, the last m¼1



condition is very unstable. In the presence of arbitrarily small disturbances [19], 1 P the series sums to a finite number: R(m) ¼ c, c 6¼ 0. m¼1 .



If H ¼ 1, from Equation 9.7 we obtain d



d



Y(m) ¼ uH Y(1) ¼ Y(m),



m ¼ 1, 2, . . .



(9:29)



and R(m) ¼ 1 for each m. .



If H > 1, then R(m) can become greater than 1 or less than 1 when m tends to infinity.
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The last two points, corresponding to H  1, are not of any importance. Thus, if correlations exist and lim {R(m)} ¼ 0, then 0 < H < 1. m!1 We can conclude by observing that: .



A self-similar process for which Equation 9.7 holds is nonstationary.



.



Stationary data can be modeled using self-similar processes with stationary increments. Analyzing the autocorrelation function of the stationary increment process, we obtain



.



– If 12 < H < 1, then the increment process has long memory (LRD) – If H ¼ 12, then the observations are uncorrelated – If 0 < H < 12, then the process has short memory and its correlations sum to zero 9.3.2



Power Spectral Density of Self-Similar Processes with Stationary Increments



Let Y(u) be a self-similar process with stationary increments, finite second-order moments, 0 < H < 1 and lim R(m) ¼ 0. m!1 Under these hypotheses, the PSD of the stationary increment sequence X( j) is [20]: S(k) ¼ 2cS [1  cos(k)]



1 X



j2pp þ kj2H1 ,



k 2 [  p, p]



(9:30)



p¼1



s2 sin(pH)G(2H þ 1) and s2 ¼ Var {X(j)}. 2p Calculating the Taylor expansion of S(K) in zero, we obtain



where cS ¼



  S(K) ¼ cS jkj12H þ o jkjmin(3  2H, 2)



(9:31)



We note that if 12 < H < 1, then the logarithm of the PSD, log[S(k)], plotted against the logarithm of frequency, log(k), diverges when k tends to zero. In other words, the PSD of long-memory data tends to infinity at the origin.



9.4



Long-Memory Stochastic Processes



Intuitively, long-memory or LRD can be considered as a phenomenon in which current observations are strongly correlated to observations that are far away in time or space. In Section 9.3, the concept of self-similar LRD processes was introduced and was shown to be related to the shape of the autocorrelation function of the stationary increment sequence X(j). If the correlations R(m) decay asymptotically as a hyperbolic function, their sum over all lags diverges and the self-similar process exhibits an LRD behavior. For the correlations and the PSD of a stationary LRD process, the following properties hold [19]: .



The correlations R(m) are asymptotically equal to cRjmjd for some 0 < d < 1.
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The PSD S(K) has a pole at zero that is equal to a constant cSkb for some 0 < b < 1.



.



Near the origin, the logarithm of the periodogram I(k) plotted versus the logarithm of the frequency is randomly scattered around a straight line with negative slope.



Definition 5: Let X(v), v 2 R be a continuous stationary random process. Assume that there exists a real number 0 < d < 1 and a constant cR such that lim



m!1



R(m) ¼1 cR md



(9:32)



Then X(v) is called a stationary process with long-memory or LRD d In Equation 9.32, the Hurst parameter H ¼ 1  is often used instead of d. 2 On the contrary, stationary processes with exponentially decaying correlations R(m)  cbm



(9:33)



where c and b are real constants and 0 < c < 1, 0 < b < 1 are called stationary processes with short-memory or SRD. We can also define LRD by imposing a condition on the PSD of a stationary process. Definition 6: Let X(v), v 2 R be a continuous stationary random process. Assume that there exists a real number 0 < b < 1 and a constant cS such that lim



k!1



S(k) cS jkjb



¼1



(9:34)



Then X(v) is called a stationary process with long-memory or LRD. Such spectra occur frequently in engineering, geophysics, and physics [21,22]. In particular, studies on sea spectra using long-memory processes have been carried out by Sarpkaya and Isaacson [23] and Bretschneider [24]. We notice that the definition of LRD by Equation 9.33 or Equation 9.34 is an asymptotic definition. It depends on the behavior of the spectral density as the frequency tends to zero and behavior of the correlations as the lag tends to infinity.



9.5



Long-Memory Stochastic Fractal Models



Examples of LRD processes include fractional Gaussian noise (fGn), FARIMA, and FEXP. fGn is the stationary first-order increment of the well-known fractionally fBm model. fBm was defined by Kolmogorov and studied by Mandelbrot and Van Ness [25]. It is a Gaussian, zero mean, nonstationary self-similar process with stationary increments. In one dimension, it is the only self-similar Gaussian process with stationary increments. Its covariance function is given by Equation 9.24. A particular case of an fBm model is the Wiener process (Brownian motion). It is a zeromean Gaussian process whose covariance function is equal to Equation 9.24 with H ¼ 12 (the observations are uncorrelated). In fact, one of the most important properties of Brownian motion is the independence of its increments. As fBm is nonstationary, its PSD cannot be defined. Therefore, we can study the characteristics of the process by analyzing the autocorrelation function and the PSD of the fGn process.
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Fractional Gaussian noise is a Gaussian, null mean, and stationary discrete process. Its autocorrelation function is given by Equation 9.27) and is proportional to jmj2H  2 as m tends to infinity (Equation 9.28). Therefore, the discrete process exhibits SRD for 0 < H < 12, independence for H ¼ 12 (Brownian motion), and LRD for 12 < H < 1. As all second-order self-similar processes with stationary increments have the same second-order statistics as fBm, their increments have all the same correlation functions as fGn. FGn processes can be completely specified by three parameters: mean, variance, and the Hurst parameter. Some data sets in diverse fields of statistical applications, such as hydrology, broadband network traffic, and sea SAR images analysis, can exhibit a complex mixture of SRD and LRD. It means that the corresponding autocorrelation function behaves similar to that of LRD processes at large lags, and to that of SRD processes at small lags [8,26]. Models such as fGn can capture LRD but not SRD behavior. In these cases, we can use models specifically developed to characterize both LRD and SRD, like FARIMA and FEXP. 9.5.1



FARIMA Models



FARIMA models can be introduced as an extension of the classic ARMA and ARIMA models. To simplify the notation, we consider only zero-mean stochastic processes. An ARMA(p, q) process model is a stationary discrete random process. It is defined to be the stationary solution of F(B)Y(n) ¼ C(B)W(n)



(9:35)



where: .



B denotes the backshift operator defined by Y(n)  Y(n  1) ¼ (1  B)Y(n) (Y(n)  Y(n  1) )  (Y(n  1)  Y(n  2) ) ¼ (1  B)2 Y(n)



.



(9:36)



F(x) and C(x) are polynomials of order p and q, respectively:



F(x) ¼ 1 



p X



Fm xm



m¼1



C(x) ¼ 1 



q X



Cm xm



m¼1 .



It is assumed that all solutions of F(x) ¼ 0 and C(x) ¼ 0 are outside the unit circle.



.



W(n), n ¼ 1, 2, . . . are i.i.d. Gaussian random variables with zero mean and variance sW2.



An ARIMA process is the stationary solution of F(B)(1  B)d Y(n) ¼ C(B)W(n)



(9:37)
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 d  X d (1  B) ¼ (1)m Bm m m¼0 d



(9:38)



with the binomial coefficients 



d m



 ¼



d! G(d þ 1) ¼ m!(d  m)! G(m þ 1)G(d  m þ 1)



(9:39)



As the gamma function G(x) is defined for all real numbers, the definition of binomial coefficients can be extended to all real numbers d. The extended definition is given by  1  X d (1  B) ¼ ( 1)m Bm m m¼0 d



(9:40)



In Equation 9.26, if d is an integer, all the terms for m > d are zero. On the contrary, if d is a real number, we have a summation over an infinite number of indices. Definition 7: Let Y(n) be a discrete stationary stochastic process. If it is the solution of F(B)(1  B)d Y(n) ¼ C(B)W(n)



(9:41)



for some  12 < d < 12, then Y(n) is a FARIMA(p, d, q) process [27,28]. LRD occurs for 0 < d < 12, and for d  12 the process is not stationary. The coefficient d is called the fractional differencing parameter. There are four special cases of a FARIMA(p, d, q) model: . . . .



Fractional differencing (FD) ¼ FARIMA(0, d, 0) Fractionally autoregressive (FAR) ¼ FARIMA(p, d, 0) Fractionally moving average (FMA) ¼ FARIMA(0, d, q) FARIMA(p, d, q)



In Ref. [5], Ilow and Leung used FMA and FAR models to represent some sea SAR images collected by the RADARSAT sensor as 2D isotropic and homogeneous random fields. Bertacca et al. extended Ilow’s approach to characterize nonhomogeneous high-resolution sea SAR images [7,8]. In these papers, the modeling of the SRD part of the PSD model (MA, AR, or ARMA) required from 8 to more than 30 parameters. FARIMA(p, d, q) has p þ q þ 3 parameters, it is much more flexible than fGn in terms of the simultaneous modeling of both LRD and SRD, but it is known to require a large number of model parameters and to be not computationally efficient [26]. Using FEXP models, Bertacca et al. defined a simplified analysis technique of sea SAR images PSD [9]. 9.5.2



FEXP Models



FEXP models were introduced by Beran in Ref. [29] to reduce the numerical complexity of Whittle’s approximate maximum likelihood estimator (time domain MLE estimation of
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long memory) [30] principally for large sample size, and to decrease the CPU times required for the approximate frequency domain MLE of long-memory, in particular, for high-dimensional parameter vectors to estimate. Operating with FEXP models leads to the estimation of the parameters in a generalized linear model. This methodology permits the valuation of the whole vector of parameters independently of their particular character (i.e., LRD or SRD parameters). In a generalized linear model, we observe a random response y with mean m and distribution function F [31]. The mean m can be expressed as g(m) ¼ h0 þ h1 v1 þ    þ hn vn



(9:42)



where v1, v2, . . . ,vn are called explanatory variables and are related to m through the link function g(m). Let X(l), l ¼ 1, 2, . . . , n be samples of a stationary sequence at points l ¼ 1, 2, . . . , n. The periodogram ordinates, I(kj,n), j ¼ 1, 2, . . . , n, are given by [19]: 2  n  ilk  1 X 1 I(kj,n ) ¼ X(l)  Xn e j,n  ¼   2p 2pn  l¼1



n1 X



^ n (m)eimkj,n C



(9:43)



m¼(n1) 



 2pj where kj,n ¼ n , j ¼ 1, 2, . . . ,n are the Fourier frequencies, n ¼ n1 2 , bxc denotes the ^ integer part of x, Xn is the sample mean, and Cn(m) are the sample covariances: njmj X  ^ n (m) ¼ 1 X(l)  Xn X(l þ jmj)  Xn C n l¼1



(9:44)



It is known that the periodogram I(k), calculated on an n-size data vector, is an asymptotically unbiased estimate of the power spectral density S(k): lim E{I(k)} ¼ S(k)



n!1



(9:45)



Further, for short-memory processes and a finite number of frequencies k1, . . . , kN 2 [0,p], the corresponding periodogram ordinates I(k1), . . . , I(kN) are approximately independent exponential random variables with means S(k1), . . . , S(kN). For long-memory processes, this result continues to be valid under certain mild regularity conditions [32]. The periodogram of the data is usually calculated at the Fourier frequencies. Thus, the samples I(kj,n) are independent exponential random variables with means S(kj,n). When we estimate the MRPSD, we can employ the central limit theorem and consider the mean radial periodogram ordinates Imr(kj,n) as approximately independent Gaussian random variables with means Smr(kj,n) (the MRPSD at the frequencies kj,n). Assume that yj,n ¼ Imr (kj,n )



(9:46)



Then the expected value of yj,n is given by m ¼ Smr (kj,n )



(9:47)



Suppose that there exists a link function n(m) ¼ h1 f1 (k) þ h2 f2 (k) þ    þ hM fM (k)



(9:48)
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Equation 9.48 defines a generalized linear model where y is the vector of the mean radial periodogram ordinates with a Gaussian distribution F, the functions fi (k), i ¼ 1, . . . , M are called explanatory variables, and n is the link function. It is observed that, near the origin, the spectral densities of long-memory processes are proportional to k2d ¼ e2d log(k)



(9:49)



so that a convenient choice of the link function is n(m) ¼ log (m)



(9:50)



Definition 8: Let r (k):[p, p] ! Rþ be an even function [29] for which lim k!0



r(k) k



¼ 1.



Define z0 ¼ 1. Let z1, . . . , zq be smooth even functions in [p,p] such that the n*  (q þ 1)  4p 6p 2n p T matrix A, with column vectors zl 2p , l ¼ 1, . . . , q, is nonsingular n , zl n , zl n , . . . , zl n 1 for any n. Define a real vector f ¼ [h0, H, h1, . . . , hq] with 2  H < 1. A stationary discrete process Y(m) whose spectral density is given by ( S(k;f) ¼ r(k)



12H



exp



q X



) hl zl (k)



(9:51)



l¼0



is an FEXP process. The functions z1, . . . , zq are called short-memory components, whereas r is the long-memory component of the process. We can choose different sets of short-memory components. Each set z1, . . . , zq corresponds to a class of FEXP models. Beran observed that two classes of FEXP models are particularly convenient. These classes are characterized by the same LRD component     k  r(k) ¼ j1  eik j ¼ 2 sin (9:52) 2  If we define the short-memory functions as zl (k) ¼ cos (lk), l ¼ 1, 2, . . . , q



(9:53)



then the short-memory part of the PSD can be expressed as a Fourier series [33]. If the short-memory components are equal to zl (k) ¼ kl ,



l ¼ 1, 2, . . . , q



(9:54)



then the logarithm of the SRD component of the spectral density is assumed to be a finiteorder polynomial [34]. In all that follows, this class of FEXP models is referred to as polynomial FEXP models. 9.5.3



Spectral Densities of FARIMA and FEXP Processes



It is observed that a FARIMA process can be obtained by passing an FD process through an ARMA filter [19]. Therefore, in deriving the PSD of a FARIMA process SFARIMA(k), we can refer to the spectral density of an ARMA model SARMA(k). Following the notation of Section 9.5.1, we have that
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SARMA (k) ¼



 2 s2W C(eik ) 2pjC(eik )j



(9:55)



2



Then we can write the expression of SFARIMA(k) as ik 2d



SFARIMA (k) ¼ j1  e j



  2d  k   SARMA (k) ¼ 2 sin SARMA (k) 2 



(9:56)



If k tends to zero, SFARIMA(k) is asymptotically equal to SFARIMA (k) ¼ SARMA (0)jkj2d ¼



s2W jc(1)j2 2pjC(1)j2



jkj2d



(9:57)



and it diverges for d > 0. Comparing Equation 9.57 and Equation 9.31, we see that d¼H



1 2



(9:58)



As mentioned in the preceding sections, LRD occurs for 12 < H < 1 or 0 < d < 12. It has been demonstrated that LRD occurs for 0 < d < 32 for 2D self-similar processes, and, in particular, for a fractal image [35]. Let us rewrite the expression of the polynomial FEXP PSD as follows: ( S(k;f) ¼ j1  e



ik 12H



j



exp



q X l¼0



) hl zl (k)



  2d  k  ¼ 2 sin SSRD (k;f) 2 



(9:59)



where SSRD (k;f) denotes the SRD part of the PSD. Modeling of sea SAR images PSD is concerned with handling functions of both LRD and SRD behaviors. If we compare Equation 9.56 with Equation 9.59, the result is that FARIMA and FEXP models provide an equivalent description for the LRD behavior of the estimated sea SAR image MRPSD. To have a better understanding of the gain obtained by using polynomial FEXP PSD, we must analyze the expressions of its SRD component. It goes without saying that the exponential SRD of FEXP is more suitable than a ratio of polynomials to represent rapid SRD variability of the estimated MRPSD. In the next section, we employ FARIMA and FEXP models to fit some MRPSD obtained from highresolution ERS sea SAR images.



9.6



LRD Modeling of Mean Radial Spectral Densities of Sea SAR Images



As described in Section 9.1, the MRPSD of a sea SAR image is obtained by using a rectangular to polar coordinates transformation of the 2D PSD and by calculating the average of the radial spectral densities for q ranging from 0 to 2p radians. This MRPSD can assume different shapes corresponding to low-wind areas, oil slicks, and the sea in the presence of strong winds. In any case, it diverges at the origin independently of the surface wind speeds, sea states, and the presence of oily substances on the sea surface [8].
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LRD was first used by Ilow and Leung in the context of sea SAR images modeling and simulations. Analyzing some images collected by the RADARSAT sensor and utilizing FAR and FMA processes, they extended the applicability of long-memory models to characterize the sea clutter texture in high-resolution SAR imagery. An accurate representation of clutter in satellite images is important in sea traffic monitoring as well as in search and rescue operations [5], because it can lead to the development of automatic target recognition algorithms with improved performance. The work of Ilow and Leung was limited to isotropic processes. In fact, in moderate weather conditions, the ocean surface exhibits homogeneous behavior. The anisotropy of sea SAR images depends, in a complex way, on the SAR system (frequency, polarization, look-angle, sensor velocity, pulse repetition frequency, pulse duration, chirp bandwidth) and on the ocean (directional spectra of waves), slick (concentration, surface tension, and then ocean spectral dampening), and environment (wind history) parameters. It is observed [36] that the backscattered signal intensity depends on the horizontal angle w between the radar look direction and the directions of the waves on the sea surface. The maximum signal occurs when the radar looks in the upwind direction, a smaller signal when the radar looks downwind, and the minimum signal is measured when the radar looks normal to the wind direction. In employing the direct transformation defined by Hasselmann and Hasselmann [10], we observed that the anisotropy of sea SAR image spectra tends to decrease as w increases from 0 to p/2 radians [37]. We can consider the sea SAR images corresponding to sea surfaces with no swells and with surface winds with speeds lower than 5 m/sec as isotropic. When the surface wind speed increases, the anisotropy of the estimated directional spectra starts to be noticeable. For surface wind speeds higher than 10 m/sec, evident main lobes appear in the directional spectra of sea SAR images, and the hypothesis of isotropy is no longer appropriate. It is important to underline that a low surface wind speed is not always associated with an isotropic sea surface. Sometimes, wind waves generated far from the considered area can spread to a sea surface with little wind (with low amplitudes) and determine a reduction in the spatial correlation in the context of long-memory models. In addition, the land and some man-made structures can act as a shelter from the wind in the proximity of the coast. Also, an island or the particular conformation of the shore can represent a barrier and partially reduce the surface wind speed. Nevertheless, a low surface wind speed measured far from the coast, which is responsible for the attenuation of the sea wave spectra in the region of the wind waves, frequently corresponds to almost isotropic sea SAR images. The spectral density and autocorrelation properties, introduced in the previous sections for 1D self-similar and LRD series, can be extended to 2D processes Y(x, y), where (x, y) 2 R2, whose realizations are images [35]. This process is a collection of matrices whose elements are random variables. We also refer to Y(x, y) as a random field. If the autocorrelation function of the image is invariant under all Euclidean motions, then it depends only on the Euclidean distance between the points RY (u, v) ¼ E{Y(x, y)Y(x þ u, y þ v)}



(9:60)



and the field is referred to as homogeneous and isotropic. The PSD of the homogeneous field, SY(kx, ky), can be calculated by taking the 2D Fourier transform of RY(u, v). For sampled data, this is commonly implemented using the 2D FFT algorithm.
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As observed in Ref. [5], for a statistically isotropic and homogeneous field, we can derive a 2D model from 1D model qaﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ ﬃ by replacing k 2 R in the PSD of a 1D process with the radial frequency kR ¼ (k2x þ k2y ) to get the radial PSD. Isotropic and homogeneous random fields can be completely represented in the spectral domain by means of their radial PSD. On the contrary, the representation of nonisotropic fields requires additional information. Our experimental results show that FARIMA models always provide a good fit with the MRPSD of isotropic and nonisotropic sea SAR images. In the next section, the results obtained in Refs. [5,8] are compared with those we get by employing a modified FARIMA-based technique or using FEXP models. In particular, the proposed method utilizes a noniterative technique to estimate the fractional differencing parameter d [9]. As in Ref. [8], we use the LRD parameter d, which depends on the SAR image roughness, and a SRD parameter, which depends on the amplitude of the backscattered signal to discriminate between low-wind and oil slick areas in sea SAR imagery. Furthermore, we will demonstrate that FEXP models allow the computational efficiency to be maximized. In this chapter, with the general term ‘‘SAR images,’’ we refer to amplitude multi-look ground range SAR images, such as either ERS-2 PRI or ERS-2 GEC. ERS-2 PRI are corrected for antenna elevation gain and range-spreading loss. The terrain-induced radiometric effects and terrain distortion are not removed. ERS-2 SAR GEC are multi-look (speckle-reduced), ground range, system-corrected images. They are precisely located and rectified onto a map projection, but not corrected for terrain distortion. These images are high-level products, calibrated, and corrected for the SAR antenna pattern and range-spreading loss. 9.6.1



Estimation of the Fractional Differencing Parameter d



The LRD estimation algorithms set includes the R/S statistic, first proposed by Hurst in a hydrological context, the log–log correlogram, the log–log plot of the sample mean, the semivariogram, and the least-squares regression in the spectral domain. Least-squares regression in the spectral domain is concerned with the analysis of the asymptotic behavior of the estimated MRPSD b x c as kR tends to zero. As mentioned in Section 9.3.5, the mean radial periodogram



 is usually sampled at 2pj and b x c denotes the the Fourier frequencies kj,n ¼ n , j ¼ 1, 2, . . . n , where n ¼ n1 2 integer part of x. To obtain the LRD parameter d, we use a linear regression algorithm and estimate the slope of the mean radial periodogram, in a log–log plot, when the radial frequency tends to zero. It is observed that the LRD is an asymptotic property and that the negative slope of log{Imr(kR)} is usually proportional to the fractional differencing parameter only in a restricted neighborhood of the origin. This means that we must perform the linear regression using only a certain number of the smallest Fourier frequencies [38,39]. Least-squares regression in the spectral domain was employed by Geweke and PorterHudak in Ref. [38]. Ilow and Leung [5] extended their techniques and made use of a twostep procedure to estimate the FARIMA parameters of homogeneous and isotropic sea SAR images. An iterative two-step analogous approach was introduced by Bertacca et al. [7,8]. In all these papers, the d parameter was repeatedly estimated inside a loop for increasing Fourier frequencies. The loop was terminated by a logical expression, which compared the logarithms of the long-memory and short-memory spectral density components. In the proximity of the origin, the logarithm of the spectral density was dominated
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by the long-memory component, so that only the Fourier frequencies for which the SRD contribution was negligible were chosen. There is an important difference between the 1D spectral densities introduced by Ilow and Bertacca. Ilow calculated the radial PSD through the conversion of frequency points on a square lattice from the 2D FFT to the discrete radial frequency points. The radial PSD was obtained at frequency points, which were not equally spaced, by an angular integration and averaging of the spectral density. Bertacca first introduced a rectangular to polar coordinates transformation of the 2D PSD. This was obtained through a cubic interpolation of the spectral density on a polar grid. Thus, the rapid fluctuations of the 2D periodogram were reduced before the mean radial periodogram computation. It is assumed (see Section 9.2.2) that the mean radial periodogram ordinates Imr(kj,n) are approximately independent Gaussian random variables with means Smr(kj,n) (the MRPSD at the Fourier frequencies kj,n). Then the average of the radial spectral densities for q ranging from 0 to 2p radians allows the variance of Imr(kj,n) to be significantly reduced. For example, if we calculate the 2D spectral density using nonoverlapping 256  256 size squared blocks of data, after going into polar coordinates (with the cubic interpolation), the mean radial periodogram is obtained by averaging over 256 different radial spectral densities. On the contrary, in Ilow’s technique, there is no interpolation and the average is calculated over a smaller number of frequency points. This means that the variance of the mean radial periodogram ordinates Imr(kj,n) introduced by Bertacca is significantly smaller than that obtained by Ilow. Furthermore, supposing that the scattering of the random variables Imr(kj,n) around their means Smr(kj,n) is the effect of an additive noise, then the variance reduction is not affected by the anisotropy of R sea SAR images. Let {kj,n}m j=1 denote the set of the smallest Fourier frequencies to be used for the fractional differencing parameter estimation. Experimental results (shown in Section 9.7) demonstrate that, near the origin, the ordinates log{Imr(kj,n)}, represented versus log{kj,n}, are approximately the samples of a straight line with a negative



 slope. In addition, allows the set of the the small variance of all the samples log {Imr (kj,n )}, kj,n ¼ 1, 2, . . . , n1 2 mR Fourier frequencies {kj,n}j=1 ¼ 1 to be easily distinguished from this log–log plot. In all that mR follows, we will limit the set {kj,n}j=1 to the last Fourier frequency before the lobe (the slope increment) of the plot. In Ref. [9], Bertacca et al. obtained good results by determining the number mR of the Fourier frequencies to be used for the parameter d estimation from the log–log plot of the mR mean radial periodogram. This method prevents the estimation of the set {kj,n}j=1 inside a loop and increases the computational efficiency of the proposed technique. The FARIMA MRPSD ordinates are equal to   2d kj,n Smr (kj,n ) ¼ 2 sin SARMA (kj,n ) 2 Calculating the logarithm of the above equation, we obtain        kj,n log Smr (kj,n ) ¼ d log 4 sin2 þ log SARMA (kj,n ) 2



(9:61)



(9:62)



mR After determining {kj,n}j=1 and substituting the ordinates Smr(kj,n) with their estimates Imr (kj,n), we have
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     2 kj,n log Imr (kj,n ) d log 4 sin 2



(9:63)



The least-squares estimator of d is given by mR P j¼1 ^ d¼



)(vj  v) (uj  u mR P



(9:64) )2 (uj  u



j¼1



   mR mR u   P P kj,n j vj ¼ where vj ¼ log Imr (kj,n ) , uj ¼ log 4 sin2 , and u . , v ¼ m R 2 m R j¼1 j¼1 In Section 9.7, we show the experimental results corresponding to high-resolution sea SAR images of clean and windy sea areas, oil spill, and low-wind areas. It is observed that considering the SAR image of a rough sea surface that shows clearly identifiable darker zones corresponding to an oil slick (or to an oil spill) and a low-wind area, we have [8] the following: .



.



.



These darker areas are both caused by the amplitude attenuation for the tiny capillary and short-gravity waves contributing to the Bragg resonance phenomenon. In the oil slick (or spill), the low amplitude of the backscattered signal is due to the concentration of the surfactant in the water that affects only the shortwavelength waves. In the low-wind area, the amplitudes of all the wind-generated waves are reduced. In other words, the low-wind area tends to a flat sea surface.



Bertacca et al. observed that the spatial correlation of SAR subimages of low-wind areas always decays to zero at a slower rate than that related to the oil slicks (or spills) in the same SAR image [8]. Since lower decaying correlations are related to higher values of the fractional differencing parameter, low-wind areas are characterized by the greatest d value in the whole image. It is observed that oily substances determine the attenuation of only tiny capillary and short-gravity waves contributing to the Bragg resonance phenomenon [36]. Out of the Bragg wavelength range, the same waves are present in oil spill and clean water areas, and experimental results show that the shapes (and the fractional differencing parameter d) of the MRPSD of oil slick (or spill) and clean water areas on the SAR image are very similar. On the contrary, the shapes of the mean radial spectra differ for low-wind and windy clean water areas [8].



9.6.2



ARMA Parameter Estimation



After obtaining the fractional differencing parameter estimate ^d, we can write the SRD component of the mean radial periodogram as   2^d ^SRD (kj,n ) ¼ Imr (kj,n ) 2 sin kj,n ISRD (kj,n ) ¼ S 2 The square root of this function,



(9:65)
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qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ ISRD (kj,n )



(9:66)



can be defined as the short-memory frequency response vector. The vector of the ARMA parameter estimates that fits the data, hSRD (kj,n), can be obtained using different algorithms. Ilow considered either MA or AR representation of the ARMA part. With his method, a 2D MA model, with a circular symmetric impulse response, is obtained from a 1D MA model with a symmetric impulse response in a similar way as the 2D filter is designed in the frequency transformation technique [40]. Bertacca considered ARMA models. He estimated the real numerator and denominator coefficients of the transfer function by employing the classical Levi algorithm [41], whose output was used to initialize the Gaussian Newton method that directly minimized the mean square error. The stability of the system was ensured by using the damped Gauss– Newton algorithm for iterative search [42]. 9.6.3



FEXP Parameter Estimation



FEXP models for sea SAR images modeling and representation were first introduced by Bertacca et al. in Ref. [9]. As observed in Ref. [19], using FEXP models leads to the estimation of parameters in a generalized linear model. A different approach consists of estimating the fractional differencing parameter d as described in Section 9.6.1. The SRD component of the mean radial periodogram, ISRD (kj,n), can be calculated as in Equation 9.65. After determining the logarithm of the data n o   ^SRD (kj,n ) ¼ log ISRD (kj,n )  y, y(j) ¼ log S (9:67) we define the vector  x ¼ x(j) ¼ kj,n, and compute the coefficients vector h of the polynomial p(x) that fits the data, p(x(j)) to y(j), in a least-squares sense. The SRD part of the FEXP model is equal to ( ) m X i (9:68) h(i)kj,n SFEXP srd (kj,n ) ¼ exp i¼0



where m denotes the order of the polynomial p(x). It is worth noting the difference between the FMA and the polynomial FEXP models for considering the computational costs and the number of the parameters to estimate. Using ^SRD (kj,n) and estimate the bestFMA models, we calculate the square root of ISRD (kj,n) ¼ S pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ mR . fit polynomial regression of f1 (kj,n ) ¼ ISRD (kj,n ), j ¼ 1, . . . , mR on {kj,n}j=1 Employing FEXP models, we perform a polynomial regression of pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ mR f2 (kj,n ) ¼ log ISRD (kj,n ) , j ¼ 1, . . . , mR on {k j,n } j=1 . Since the logarithm generates functions much smoother than those obtained by calculating the square root of ISRD(kj,n), FEXP models give the same goodness of fit of FARIMA models and require a reduced number of parameters.



9.7



Analysis of Sea SAR Images



In this section, we show the results obtained for an ERS-2 GEC and an ERS-2 SAR PRI (Figure 9.2 and Figure 9.3). In fact, the results show that the geocoding process does not
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FIGURE 9.2 Sea ERS-2 SAR GEC acquired near the Santa Catalina and San Clemente Islands (Los Angeles, CA). (Data provided by the European Space Agency ß ESA (2002). With permission.)



affect the LRD behavior of sea SAR image spectral densities. In all that follows, figures are represented with respect to the spatial frequency ks (in linear or logarithmic scale). The spatial resolution of ERS-2 SAR PRI is 12.5 m for both the azimuth and the (ground) range coordinates. The North and East axes pixel spacing is 12.5 m for ERS-2 SAR GEC. In the calculation of the periodogram, we average spectral estimates obtained from squared blocks of data containing 256  256 pixels. This square window size permits the representation of the low-frequency spectral components that provide good estimates of the fractional differencing parameter d. Thus, we have Spatial resolution ¼ 12:5(m) 1 fmax ¼ ¼ 0:08(m1 ) Resolution 2pj , j ¼ 1, . . . , 127, n ¼ 256 kj,n ¼ n ksj,n ¼ kj,n fmax



(9:69)
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FIGURE 9.3 Sea ERS-2 SAR PRI acquired near the coast of Asturias region, Spain. (Data provided by the European Space Agency ß ESA (2002). With permission.)



The first image (Figure 9.2) represents a rough sea area near Santa Catalina and San Clemente Islands (Los Angeles, USA), on the Pacific Ocean, containing a low-wind area (ERS-2 SAR GEC orbit 34364 frame 2943). The second image (Figure 9.3) covers the coast of the Asturias region on the Atlantic Ocean (ERS-2 SAR PRI orbit 40071 frame 2727), and represents a rough sea surface with extended oil spill areas. Four subimages from Figure 9.2 and Figure 9.3 are considered for this analysis. The two subimages marked in Figure 9.2 represent a rough sea area and a low-wind area, respectively. The two subimages marked in Figure 9.3 correspond to a rough sea area and to an oil spill. Note that not all the considered subimages have the same dimension. Subimages of greater dimension provide lower variance of the 2D periodogram. The two clean water areas contain 1024  1024 pixels. The low-wind area in Figure 9.2 and the oil spill in Figure 9.3 contain 512  512 pixels. Using FARIMA models, we estimate the parameter d as explained in Section 9.6.1. The estimation of the ARMA part of the spectrum is made as in Ref. [8]. First we choose the maximum orders, mmax and nmax, of the numerator and denominator polynomials of the ARMA transfer function. Then we estimate the real numerator and denominator coefficients in vectors b and a, for m and n indexes ranging from 0 to mmax and nmax, respectively. The estimated frequency response vector of the short memory PSD, hSRD (kj,n), has been defined in Equation 9.66 as the square root of ISRD (kj,n). The ARMA transfer function is the one that corresponds to the estimated frequency response ^hARMA (kj,n) for which the RMS error between hSRD(kj,n) and ^ hARMA(kj,n) is the minimum among all values of (m, n). The estimated ARMA part of the spectrum then becomes
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TABLE 9.1 Estimated FARIMA Parameters Analyzed Image



mR



m



n



d



 SRD A



Asturias region sea Asturias region oil spill Santa Catalina sea Santa Catalina low wind



11 15 7 11



11 16 6 3



18 11 6 14



0.471 0.568 0.096 0.423



4.87 0.24 218.88 0.47



^ARMA (kj,n ) ¼ j^hARMA (kj,n )j2 S



(9:70)



In the data processing performed using FARIMA models, we have used mmax ¼ 20, nmax ¼ 20: The FARIMA parameters estimated from the four considered sub SRD, introduced by Bertacca et al. in Ref. images are shown in Table 9.1. The parameter A [8], is given by  SRD ¼ A



n X



ISRD (kj,n )=n 



(9:71)



j¼1



It depends on the strength of the backscattered signal and thus on the roughness of the sea surface. It is observed [8] that the ratio of these parameters for the clean sea and the oil spill SAR images is always lower than those corresponding to the clean sea and the low-wind subimages  SRD S  SRD S A A <  SRD OS A  SRD LW A 







(9:72)



 SRD_S assumes From Table 9.1, we have AASRD S ¼ 20:29 and AASRD S ¼ 465:7. The parameter A SRD OS SRD LW low values for clean sea areas with moderate wind velocities, as we can see in Table 9.1, for the subimage of Figure 9.3. However, the attenuation of the Bragg resonance phenomenon due to the oil on the sea surface leads to the measurement of a high ratio  SRD_OS. In any case, for rough sea surfaces, the discrimination  SRD_S and A between A between oil spill and low wind is very easy using either the LRD parameter d or the  SRD. The parameter d is used together with A  SRD to resolve different SRD parameter A darker areas corresponding to smooth sea surfaces [8]. Figure 9.4 and Figure 9.5 show the estimated mean radial spectral densities and their FARIMA models for all the subimages of Figure 9.2 and Figure 9.3. Table 9.2 displays the results obtained by using an FEXP model, and estimating its parameters in a generalized linear model of order m ¼ 2, for the almost isotropic sea SAR subimage shown in Figure 9.3. In Figure 9.6, we examine visually the fit of the estimated model to the MRPSD of the sea clutter. Figure 9.7 and Figure 9.8 show the estimated mean radial spectral densities of all the subimages of Figure 9.2 and Figure 9.3 and their FEXP models obtained by using the two-step technique described in Section 9.6.3. We notice that increasing the polynomial FEXP order allows better fits to be obtained. To illustrate this, FEXP models of order m ¼ 2 and m ¼ 20 are shown in Figure 9.7 and Figure 9.8.
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FIGURE 9.4 Mean radial power spectral densities and FARIMA models corresponding to Figure 9.2.



9.7.1



Two-Dimensional Long-Memory Models for Sea SAR Image Spectra



As mentioned in Section 9.6, the 2D periodograms estimated for sea SAR images can exhibit either isotropic or anisotropic spatial structure [8]. This depends on the SAR system, on the directional spectra of waves, on the possible presence of oil spills or slicks, and on the wind history parameters. fBm and FARIMA models have been used to represent isotropic and homogeneous self-similar random fields [5,8,35,43]. Owing to the complex nature of the surface scattering phenomenon involved in the problem and the highly nonlinear techniques of SAR image generation, the definition of anisotropic spectral densities models is not merely related to the sea state or wind conditions. In the context of self-similar random fields, anisotropy can be introduced by linear spatial transformations of isotropic fractal fields, by spatial filtering of fields with desired characteristics, or by building intrinsically anisotropic fields as in the case of the so-called fractional Brownian sheet [43]. Anisotropic 2D FARIMA has been introduced in Ref. [43] as the discrete-space equivalent of a 2D fractionally differenced Gaussian noise, taking into account the long-memory property and the directionality of the image. In that work, Pesquet-Popescu and Le´vy Ve´hel defined the anisotropic extension of 2D FARIMA by multiplying its isotropic spectral density by an anisotropic part Aa,w (kx, ky). The function Aa,w (kx, ky) depended on two parameters: a and w. The parameter w 2 (0,2p] provided the
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FIGURE 9.5 Mean radial power spectral densities and FARIMA models corresponding to Figure 9.3.



orientation of the field. The anisotropy coefficient a 2 [0,1) determined the dispersion of the PSD around its main direction w. This anisotropic model allows the directionality and the shape of the 2D PSD to be modified, but the maximum of the PSD main lobe depends on the values assumed by the anisotropy coefficient. Furthermore, the anisotropy of this model depends on only one parameter (a). Experimental results show that this is not sufficient to correctly represent the anisotropy of the PSD of sea SAR images. This means the model must be changed both to provide a better fit with the spectral densities of sea SAR images and allow the shape and the position of the spectral density main lobes to be independently modified. TABLE 9.2 Parameter Estimates for the FEXP Model of Order m ¼ 2 of Figure 9.6. Parameter



Coefficient Estimates



Standard Errors



t-Statistics



p-Values



¼ ¼ ¼ ¼



1.0379 2.2743 25.651 126.49



0.018609 0.11393 1.7359 9.7813



55.775 19.962 14.777 12.932



3.5171e089 2.1482e040 4.881e029 1.1051e024



b(0) b(1) b(2) b(3)



2d h(0) h(1) h(2)



Note: p-Values are given for testing b(i) ¼ 0 against the two-sided alternative b(i) 6¼ 0.
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FIGURE 9.6 Mean radial power spectral densities and FEXP model corresponding to the sea subimage of Figure 9.3.



Bertacca et al. [44] showed that the PSD of either isotropic or anisotropic sea SAR images can be modeled by multiplying the isotropic spectral density of a 2D FARIMA by an anisotropic part derived from the fractal model of sea surface spectra [6]. This anisotropic component depends on seven different parameters and can be broken down into a radial component, the omnidirectional spectrum S(ksj,n), and a spreading function G (qi,m), qi:m ¼ 2pi m , i ¼ 1, 2, . . . , m. This allows the shape, the slope, and the anisotropic characteristics of the 2D PSD to be independently modified and a good fit with the estimated periodogram to be obtained. With a different approach [37], a reliable model of anisotropic PSD has been defined, for sea SAR intensity images, by adding a 2D isotropic FEXP to an anisotropic term newly defined starting from the fractal model of sea surface spectra [6]. However, the additive model cannot be interpreted as an anisotropic extension of the LRD spectral models as in Refs. [5,44]. Analyzing homogeneous and isotropic random fields leads to the estimation of isotropic spectral densities. In such cases, it is better to utilize FEXP instead of FARIMA models [9]. To illustrate this, in Figure 9.9 and Figure 9.10, we show the isotropic PSD of the low-wind area in Figure 9.3 and the result obtained by employing a 2D isotropic FEXP model to represent it. Figure 9.11 and Figure 9.12 compare the anisotropic PSD estimated from a directional sea SAR image (ERS-2 SAR PRI orbit 40801 frame 2727, data provided by the European Space Agency ß ESA (2002)) with its additive model [37].
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FIGURE 9.7 Mean radial PSD and FEXP models corresponding to Figure 9.2.



In Figure 9.9 and Figure 9.10, we present results using the log scale for the z-axis. This emphasizes the divergence of the long-memory PSD. In Figure 9.11 and Figure 9.12, to better examine the anisotropy characteristics of the spectral densities at medium and high frequencies, the value of the PSD at the origin has been set to zero.



9.8



Conclusions



Some self-similar and LRD processes, such as fBm, fGn, FD, and FMA or FAR models, have been used in the literature to model the spatial correlation properties of the scattering from natural surfaces. These models have demonstrated reliable results in the analysis and modeling of high-definition sea SAR images under the assumption of homogeneity and isotropy. Unfortunately, a wind speed greater than 7 m/sec is often present on sea surfaces and this can produce directionality and nonhomogeneity of the corresponding SAR images. Furthermore, the mean radial spectral density (MRPSD) of sea SAR images always shows an LRD behavior and a slope that changes with increasing frequency. This means that:
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FIGURE 9.8 Mean radial PSD and FEXP models corresponding to Figure 9.3.



.



.



When analyzing mean radial spectral densities (1D), fBm and FD models, which do not represent both the long and short-memory behaviors, cannot provide a good fit. When analyzing nonhomogeneous and nonisotropic sea SAR images, due to their directionality, suitable 2D LRD spectral models, corresponding to nonhomogeneous and anisotropic random fields, must be defined to better fit their power spectral densities.



Here we have presented a brief review of the most important LRD models as well as an explanation of the techniques of analysis and discrimination of sea SAR images corresponding to oil slicks (or spills) and low-wind areas. In the context of MRPSD modeling, we have shown that FEXP models improve the goodness of fit of FARIMA models and ensure lower computational costs. In particular, we have used Bertacca’s noniterative technique for estimating the LRD parameter d. The result obtained by using this algorithm has been compared with that corresponding to the estimation of parameters in a generalized linear model. The two estimates of the parameter d, corresponding to the sea SAR subimage of Figure 9.3, are dI ¼ 0:471, dII ¼  b(0) 2 ¼ 0:518, from Table 9.1 and Table 9.2, respectively. This demon-
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FIGURE 9.9 The isotropic spectral density estimated from the low-wind area of Figure 9.2.



strates the reliability of the noniterative algorithm: it prevents the estimation of the set R fkj ,ngm j¼1 inside a loop and increases the computational efficiency. We notice that the ratios of the FD parameters for oil spill and clean sea subimages are always lower than those corresponding to low-wind and clean sea areas. From Table 9.1, we have that dOS 0:568 ¼ 1:206 ¼ 0:471 dS dLW 0:423 ¼ 4:406 ¼ 0:096 dS



(9:73)



As observed by Bertacca et al. [8], the discrimination among clean water, oil spill, and low-wind areas is very easy by using either the long-memory parameter d or the short SRD, in the case of rough sea surfaces. The two parameters must be memory parameter A used together only to resolve different darker areas corresponding to smooth sea surfaces. Furthermore, using large square window sizes in the estimation of the SAR image PSD allows low-frequency spectral components to be represented and good estimates of the fractional differencing parameter to be obtained. Therefore, the proposed technique can be better used to distinguish oil spills or slicks with large extent from low-wind areas. In the context of modeling of 2D spectral densities, we have shown that the anisotropic models introduced in the literature by linear spatial transformations of isotropic fractal fields, by spatial filtering of fields with desired characteristics, or by building intrinsically
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FIGURE 9.10 The 2D isotropic FEXP model (m ¼ 20) of the PSD in Figure 9.9.
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FIGURE 9.11 Anisotropic PSD estimate from a directional sea SAR image.
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FIGURE 9.12 Anisotropic 2D model of the PSD of Figure 9.11.



anisotropic fields, are not suitable for representing the spectral densities of sea SAR images. In this chapter, two anisotropic spectral models have been presented. They have been obtained by either adding or multiplying a 2D isotropic FEXP to an anisotropic term defined starting from the fractal model of sea surface spectra [6,37]. To illustrate this, we have shown an anisotropic sea SAR image PSD in Figure 9.11, and its spectral model, in Figure 9.12, obtained by adding a 2D FEXP model of order m ¼ 20 to an anisotropic fractal spectral component.



References 1. Berizzi, F. et al., Fractal mapping for sea surface anomalies recognition, IEEE Proc. IGARSS 2003, Toulouse, France, 4, 2665–2667, 2003. 2. Franceschetti, G. et al., SAR raw signal simulation of oil slicks in ocean environments, IEEE Trans. Geosci. Rem. Sens., 40, 1935, 2002. 3. Datcu, M., Model for SAR images, Int. Symp. Opt. Eng. Photonics Aerospace Sens., SPIE, Orlando, FL, Apr 1992. 4. Stewart, C.V. et al., Fractional Brownian motion models for synthetic aperture radar imagery scene segmentation, Proc. IEEE, 81, 1511, 1993. 5. Ilow, J. and Leung, H., Self-similar texture modeling using FARIMA processes with applications to satellite images, IEEE Trans. Image Process., 10, 792, 2001. 6. Berizzi, F. and Dalle Mese, E., Sea-wave fractal spectrum for SAR remote sensing, IEEE Proc. Radar Sonar Navigat., 148, 56, 2001. 7. Bertacca, M. et al., A FARIMA-based analysis for wind falls and oil slicks discrimination in sea SAR imagery, Proc. IGARSS 2004, Alaska, 7, 4703, 2004.



C.H. Chen/Image Processing for Remote Sensing



222



66641_C009 Final Proof



page 222 3.9.2007 2:12pm Compositor Name: JGanesan



Image Processing for Remote Sensing



8. Bertacca, M., Berizzi, F., and Dalle Mese, E., A FARIMA-based technique for oil slick and lowwind areas discrimination in sea SAR imagery, IEEE Trans. Geosci. Rem. Sens., 43, 2484, 2005. 9. Bertacca, M., Berizzi, F., and Dalle Mese, E., FEXP models for oil slick and low-wind areas analysis and discrimination in sea SAR images, SEASAR 2006: Advances in SAR oceanophy from ENVISAT and ERS mission, ESA ESRIN, Prascati (Rome), Italy, 2006 to ESA-SEASAR 2006 Advances in SAR oceanography from ENVISAT and ERS missions. 10. Hasselmann, K. and Hasselmann, S., The nonlinear mapping of an ocean wave spectrum into a synthetic aperture radar image spectrum and its inversion, J. Geophys. Res., 96, 713, 1991. 11. Therrien, C.W., Discrete Random Signals and Statistical Signal Processing, Prentice Hall, Englewood Cliffs, NJ, 1992. 12. Oppenheim, A.V. and Schafer, R.W. Digital Signal Processing, Prentice-Hall, Englewood Cliffs, NJ, 1975. 13. Priestley, M.B., Spectral Analysis of Time Series, Accdemic Press, London, 1981. 14. Willinger, W., et al., Self-similarity in high-speed packet traffic: analysis and modeling of ethernet traffic measurements, Stat. Sci., 10, 67, 1995. 15. Rose, O., Estimation of the Hurst parameter of long-range dependent time series, Institute Of Computer Science, University of Wu¨rzburg, Wu¨rzburg, Germany, Res. Rep. 137, 1996. 16. Lamperti, J.W., Semi-stable stochastic processes, Trans. Am. Math. Soc., 104, 62, 1962. 17. Veervaat, W., Properties of general self-similar processes, Bull. Int. Statist. Inst., 52, 199, 1987. 18. Veervaat, W., Sample path properties of self-similar processes with stationary increments, Ann. Probab., 13, 1, 1985. 19. Beran, J., Statistics for Long-Memory Processes, Chapman & Hall, London, U.K., 1994, chap.2. 20. Sinai, Ya.G., Self-similar probability distributions, Theory Probab. Appl., 21, 64, 1976. 21. Akaike, H., A limiting process which asymptotically produces f2 spectral density, Ann. Inst. Statist. Math., 12, 7, 1960. 22. Sayles, R.S. and Thomas, T.R., Surface topography as a nonstationary random process, Nature, 271, 431, 1978. 23. Sarpkaya, T. and Isaacson, M., Mechanics of Wave Forces on Offshore Structures, Van Nostrand Reinhold, New York, 1981. 24. Bretschneider, C.L., Wave variability and wave spectra for wind-generated gravity waves, Beach Erosion Board, U.S. Army Corps Eng., U.S. Gov. Printing Off., Washington, DC, Tech. Memo., pp. 118, 1959. 25. Mandelbrot, B.B. and Van Ness, J.W., Fractional Brownian motions, fractional noises and applications, SIAM Rev., 10, 422, 1968. 26. Ma, S. and Chuanyi, J., Modeling heterogeneous network traffic in wavelet domain, IEEE/ACM Trans. Networking, 9, 634, 2001. 27. Granger, C.W.J. and Joyeux, R., An introduction to long-range time series models and fractional differencing, J. Time Ser. Anal., 1, 15, 1980. 28. Hosking, J.R.M., Fractional differencing, Biometrika, 68, 165, 1981. 29. Beran, J., Fitting long-memory models by generalized linear regression, Biometrika, 80, 785, 1993. 30. Whittle, P., Estimation and information in stationary time series, Ark. Mat., 2, 423, 1953. 31. McCullagh, P. and Nelder, J.A., Generalized Linear Models, Chapman and Hall, London, 1983. 32. Yajima, Y., A central limit theorem of Fourier transforms of strongly dependent stationary processes, J. Time Ser. Anal., 10, 375, 1989. 33. Bloomfield, P., An exponential model for the spectrum of a scalar time series, Biometrika, 60, 217, 1973. 34. Diggle, P., Time Series: A Biostatistical Introduction, Oxford University Press, Oxford, 1990. 35. Reed, I., Lee, P., and Truong, T., Spectral representation of fractional Brownian motion in n dimension and its properties, IEEE Trans. Inf. Theory, 41, 1439, 1995. 36. Ulaby, F.T., Moore, R.K., and Fung, A.K., Microwave Remote Sensing, Artech House Inc., Vol. II, Norwood, 1982, chap. 11. 37. Bertacca, M., Analisi spettrale delle immagini SAR della superficie marina per la discriminazione delle anomalie di superficie, Ph.D. thesis, University of Pisa, Pisa, 2005. 38. Geweke, J. and Porter-Hudak, S., The estimation and application of long memory time series models, J. Time Ser. Anal., 4, 221,1983.



C.H. Chen/Image Processing for Remote Sensing



66641_C009 Final Proof



Sea-Surface Anomalies in Sea SAR Imagery



page 223 3.9.2007 2:12pm Compositor Name: JGanesan



223



39. Robinson, P.M. and Hidalgo, F.J. Time series regression with long-range dependence, Ann. Statist., 25, 77, 1997. 40. Lim, J., Two-Dimensional Signal and Image Processing, Prentice-Hall, Englewood Cliffs, NJ, 1990. 41. Levi, E.C., Complex-curve fitting, IRE Trans. Autom. Control, AC-4, 37, 1959. 42. Dennis, J.E. Jr. and Schnabel, R.B., Numerical Methods for Unconstrained Optimization and Nonlinear Equations, Prentice-Hall, Upper Saddle River, NJ, 1983. 43. Pesquet-Popescu, B. and Ve´hel, J.L., Stochastic fractal models for image processing, IEEE Signal Process. Mag., 19, 48, 2002. 44. Berizzi, F., Bertacca, M., et al., Development and validation of a sea surface fractal model: project results and new perspectives, in Proc. 2004 Envisat & ERS Symp., Salzburg, Austria, 2004.



C.H. Chen/Image Processing for Remote Sensing



66641_C009 Final Proof



page 224 3.9.2007 2:12pm Compositor Name: JGanesan



C.H. Chen/Image Processing for Remote Sensing



66641_C010 Final Proof



page 225 3.9.2007 2:13pm Compositor Name: JGanesan



10 Spatial Techniques for Image Classification*



Selim Aksoy



CONTENTS 10.1 Introduction ..................................................................................................................... 225 10.2 Pixel Feature Extraction................................................................................................. 227 10.3 Pixel Classification.......................................................................................................... 231 10.4 Region Segmentation...................................................................................................... 236 10.5 Region Feature Extraction ............................................................................................. 238 10.6 Region Classification ...................................................................................................... 240 10.7 Experiments ..................................................................................................................... 240 10.8 Conclusions...................................................................................................................... 243 Acknowledgments ..................................................................................................................... 246 References ................................................................................................................................... 246



10.1



Introduction



The amount of image data that is received from satellites is constantly increasing. For example, nearly 3 terabytes of data are being sent to Earth by NASA’s satellites every day [1]. Advances in satellite technology and computing power have enabled the study of multi-modal, multi-spectral, multi-resolution, and multi-temporal data sets for applications such as urban land-use monitoring and management, GIS and mapping, environmental change, site suitability, and agricultural and ecological studies. Automatic content extraction, classification, and content-based retrieval have become highly desired goals for developing intelligent systems for effective and efficient processing of remotely sensed data sets. There is extensive literature on classification of remotely sensed imagery using parametric or nonparametric statistical or structural techniques with many different features [2]. Most of the previous approaches try to solve the content extraction problem by building pixel-based classification and retrieval models using spectral and textural features. However, a recent study [3] that investigated classification accuracies reported in the last 15 years showed that there has not been any significant improvement in the
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performance of classification methodologies over this period. The reason behind this problem is the large semantic gap between the low-level features used for classification and the high-level expectations and scenarios required by the users. This semantic gap makes a human expert’s involvement and interpretation in the final analysis inevitable, and this makes processing of data in large remote-sensing archives practically impossible. Therefore, practical accessibility of large remotely sensed data archives is currently limited to queries on geographical coordinates, time of acquisition, sensor type, and acquisition mode [4]. The commonly used statistical classifiers model image content using distributions of pixels in spectral or other feature domains by assuming that similar land-cover and land-use structures will cluster together and behave similarly in these feature spaces. However, the assumptions for distribution models often do not hold for different kinds of data. Even when nonlinear tools such as neural networks or multi-classifier systems are used, the use of only pixel-based data often fails expectations. An important element of understanding an image is the spatial information because complex land structures usually contain many pixels that have different feature characteristics. Remote-sensing experts also use spatial information to interpret the land-cover because pixels alone do not give much information about image content. Image segmentation techniques [5] automatically group neighboring pixels into contiguous regions based on similarity criteria on the pixels’ properties. Even though image segmentation has been heavily studied in image processing and computer vision fields, and despite the early efforts [6] that use spatial information for classification of remotely sensed imagery, segmentation algorithms have only recently started receiving emphasis in remote-sensing image analysis. Examples of image segmentation in the remote-sensing literature include region growing [7] and Markov random field models [8] for segmentation of natural scenes, hierarchical segmentation for image mining [9], region growing for object-level change detection [10] and fuzzy rule–based classification [11], and boundary delineation of agricultural fields [12]. We model spatial information by segmenting images into spatially contiguous regions and classifying these regions according to the statistics of their spectral and textural properties and shape features. To develop segmentation algorithms that group pixels into regions, first, we use nonparametric Bayesian classifiers that create probabilistic links between low-level image features and high-level user-defined semantic land-cover and land-use labels. Pixel-level characterization provides classification details for each pixel with automatic fusion of its spectral, textural, and other ancillary attributes [13]. Then, each resulting pixel-level classification map is converted into a set of contiguous regions using an iterative split-and-merge algorithm [13,14] and mathematical morphology. Following this segmentation process, resulting regions are modeled using the statistical summaries of their spectral and textural properties along with shape features that are computed from region polygon boundaries [14,15]. Finally, nonparametric Bayesian classifiers are used with these region-level features that describe properties shared by groups of pixels to classify these groups into land-cover and land-use categories defined by the user. The rest of the chapter is organized as follows. An overview of feature data used for modeling pixels is given in Section 10.2. Bayesian classifiers used for classifying these pixels are described in Section 10.3. Algorithms for segmentation of regions are presented in Section 10.4. Feature data used for modeling resulting regions are described in Section 10.5. Application of the Bayesian classifiers to region-level classification is described in Section 10.6. Experiments are presented in Section 10.7 and conclusions are provided in Section 10.8.
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Pixel Feature Extraction



The algorithms presented in this chapter will be illustrated using three different data sets: .



DC Mall: Hyperspectral digital image collection experiment (HYDICE) image with 1,280  307 pixels and 191 spectral bands corresponding to an airborne data flightline over the Washington DC Mall area. The DC Mall data set includes seven land-cover and land-use classes: roof, street, path, grass, trees, water, and shadow. A thematic map with ground-truth labels for 8,079 pixels was supplied with the original data [2]. We used this ground truth for testing and separately labeled 35,289 pixels for training. Details are given in Figure 10.1.



(a) DC Mall data



(b) Training map



(c) Test map



Roof (3834) Roof (5106) Street (416) Street (5068) Path (175) Path (1144) Grass (1928) Grass (8545) Trees (5078)



Trees (405)



Water (9157)



Water (1224)



Shadow (1191)



Shadow (97)



FIGURE 10.1 (See color insert following page 240.) False color image of the DC Mall data set (generated using the bands 63, 52, and 36) and the corresponding groundtruth maps for training and testing. The number of pixels for each class is shown in parenthesis in the legend.
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Centre: Digital airborne imaging spectrometer (DAIS) and reflective optics system imaging spectrometer (ROSIS) data with 1,096  715 pixels and 102 spectral bands corresponding to the city center in Pavia, Italy. The Centre data set includes nine land-cover and land-use classes: water, trees, meadows, self-blocking bricks, bare soil, asphalt, bitumen, tiles, and shadow. The thematic maps for ground truth contain 7,456 pixels for training and 148,152 pixels for testing. Details are given in Figure 10.2.



.



University: DAIS and ROSIS data with 610  340 pixels and 103 spectral bands corresponding to a scene over the University of Pavia, Italy. The University data set also includes nine land-cover and land-use classes: asphalt, meadows, gravel, trees, (painted) metal sheets, bare soil, bitumen, self-blocking bricks, and shadow. The thematic maps for ground truth contain 3,921 pixels for training and 42,776 pixels for testing. Details are given in Figure 10.3.



(b) Training map (a) Centre data



Water (824) Trees (820) Meadows (824) Self-blocking bricks (808) Bare soil (820) Asphalt (816) Bitumen (808) Tiles (1260) Shadow (476)



(c) Test map



Water (65971) Trees (7598) Meadows (3090) Self-blocking bricks (2685) Bare soil (6584) Asphalt (9248) Bitumen (7287) Tiles (42826) Shadow (2863)



FIGURE 10.2 (See color insert following page 240.) False color image of the Centre data set (generated using the bands 68, 30, and 2) and the corresponding groundtruth maps for training and testing. The number of pixels for each class is shown in parenthesis in the legend. (A missing vertical section in the middle was removed.)
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(a) University data



Asphalt (548) Meadows (540) Gravel (392) Trees (524) (Painted) metal shoots (265) Bare soil (532) Bitumen (375) Self-blocking bricks (514) Shadow (231)



(c) Test map



Asphalt (6631) Meadows (18649) Gravel (2099) Trees (3064) (Painted) metal shoots (1345) Bare soil (5029) Bitumen (1330) Self-blocking bricks (3682) Shadow (947)



FIGURE 10.3 (See color insert following page 240.) False color image of the University data set (generated using the bands 68, 30, and 2) and the corresponding ground-truth maps for training and testing. The number of pixels for each class is shown in parenthesis in the legend.



The Bayesian classification framework that will be described in the rest of the chapter supports fusion of multiple feature representations such as spectral values, textural features, and ancillary data such as elevation from DEM. In the rest of the chapter, pixel-level characterization consists of spectral and textural properties of pixels that are extracted as described below. To simplify computations and to avoid the curse of dimensionality during the analysis of hyperspectral data, we apply Fisher’s linear discriminant analysis (LDA) [16] that finds a projection to a new set of bases that best separate the data in a least-square sense. The resulting number of bands for each data set is one less than the number of classes in the ground truth. We also apply principal components analysis (PCA) [16] that finds a projection to a new set of bases that best represent the data in a least-square sense. Then, we retain the top ten principal components instead of the large number of hyperspectral bands. In addition,
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we extract Gabor texture features [17] by filtering the first principal component image with Gabor kernels at different scales and orientations shown in Figure 10.4. We use kernels rotated by np/4, n ¼ 0, . . . , 3, at four scales resulting in feature vectors of length 16. In previous work [13], we observed that, in general, microtexture analysis algorithms like Gabor features smooth noisy areas and become useful for modeling neighborhoods of pixels by distinguishing areas that may have similar spectral responses but have different spatial structures. Finally, each feature component is normalized by linear scaling to unit variance [18] as ~x ¼



xm s



(10:1)



where x is the original feature value, x~ is the normalized value, m is the sample mean, and s is the sample standard deviation of that feature, so that the features with larger



s = 1, o = 0°



s = 1, o = 45°



s = 1, o = 90°



s = 1, o = 135°



s = 2, o = 0°



s = 2, o = 45°



s = 2, o = 90°



s = 2, o = 135°



s = 3, o = 0°



s = 3, o = 45°



s = 3, o = 90°



s = 3, o = 135°



s = 4, o = 0°



s = 4, o = 45°



s = 4, o = 90°



s = 4, o = 135°



FIGURE 10.4 Gabor texture filters at different scales (s ¼ 1, . . . , 4) and orientations (o 2 {08,458,908,1358}). Each filter is approximated using 3131 pixels.
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FIGURE 10.5 Pixel feature examples for the DC Mall data set. From left to right: the first LDA band, the first PCA band, Gabor features for 908 orientation at the first scale, Gabor features for 08 orientation at the third scale, and Gabor features for 458 orientation at the fourth scale. Histogram equalization was applied to all images for better visualization.



ranges do not bias the results. Examples for pixel-level features are shown in Figure 10.5 through Figure 10.7.



10.3



Pixel Classification



We use Bayesian classifiers to create subjective class definitions that are described in terms of easily computable objective attributes such as spectral values, texture, and ancillary data [13]. The Bayesian framework is a probabilistic tool to combine information from multiple sources in terms of conditional and prior probabilities. Assume there are k class labels, w1, . . . , wk, defined by the user. Let x1, . . . , xm be the attributes computed for a pixel. The goal is to find the most probable label for that pixel given a particular set of values of these attributes. The degree of association between the pixel and class wj can be computed using the posterior probability
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FIGURE 10.6 Pixel feature examples for the Centre data set. From left to right, first row: the first LDA band, the first PCA band, and Gabor features for 1358 orientation at the first scale; second row: Gabor features for 458 orientation at the third scale, Gabor features for 458 orientation at the fourth scale, and Gabor features for 1358 orientation at the fourth scale. Histogram equalization was applied to all images for better visualization.



p(wj j x1 , . . . , xm ) p(x1 , . . . , xm j wj )p(wj ) ¼ p(x1 , . . . , xm ) p(x1 , . . . , xm j wj )p(wj ) ¼ p(x1 , . . . , xm j wj )p(wj ) þ p(x1 , . . . , xm j :wj )p(:wj ) Q p(wj ) m i ¼ 1 p(xi j wj ) Qm Q ¼ p(wj ) i ¼ 1 p(xi j wj ) þ p(:wj ) m i ¼ 1 p(xi j :wj )



(10:2)



under the conditional independence assumption. The conditional independence assumption simplifies learning because the parameters for each attribute model p(xi j wj) can be estimated separately. Therefore, user interaction is only required for the labeling of pixels as positive (wj) or negative (–wj) examples for a particular class under training. Models for
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FIGURE 10.7 Pixel feature examples for the University data set. From left to right, first row: the first LDA band, the first PCA band, and Gabor features for 458 orientation at the first scale; second row: Gabor features for 458 orientation at the third scale, Gabor features for 1358 orientation at the third scale, and Gabor features for 1358 orientation at the fourth scale. Histogram equalization was applied to all images for better visualization.



different classes are learned separately from the corresponding positive and negative examples. Then, the predicted class becomes the one with the largest posterior probability and the pixel is assigned the class label w*j ¼ arg max p(wj j x1 , . . . , xm ) j ¼ 1, ... , k



(10:3)



We use discrete variables and a nonparametric model in the Bayesian framework where continuous features are converted to discrete attribute values using the unsupervised kmeans clustering algorithm for vector quantization. The number of clusters (quantization
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levels) is empirically chosen for each feature. (An alternative is to use a parametric distribution assumption, for example, Gaussian, for each individual continuous feature but these parametric assumptions do not always hold.) Schroder et al. [19] used similar classifiers to retrieve images from remote-sensing archives by approximating the probabilities of images belonging to different classes using pixel-level probabilities. In the following, we describe learning of the models for p(xi j wj) using the positive training examples for the jth class label. Learning of p(xi j : wj) is done the same way using the negative examples. For a particular class, let each discrete variable xi have ri possible values (states) with probabilities p(xi ¼ z j ui ) ¼ uiz > 0



(10:4)



where z 2 {1, . . . , ri} and ui ¼ {uiz}zri¼ 1 is the set of parameters for the ith attribute model. This corresponds to a multinomial distribution. Since maximum likelihood estimates can give unreliable results when the sample is small and the number of parameters is large, we use the Bayes estimate of uiz that can be computed as the expected value of the posterior distribution. We can choose any prior for ui in the computation of the posterior distribution but there is a big advantage in using conjugate priors. A conjugate prior is one which, when multiplied with the direct probability, gives a posterior probability having the same functional form as the prior, thus allowing the posterior to be used as a prior in further computations [20]. The conjugate prior for the multinomial distribution is the Dirichlet distribution [21]. Geiger and Heckerman [22] showed that if all allowed states of the variables are possible (i.e., uiz > 0) and if certain parameter independence assumptions hold, then a Dirichlet distribution is indeed the only possible choice for the prior. Given the Dirichlet prior p(ui) ¼ Dir(ui j ai1, . . . , airi), where aiz are positive constants, the posterior distribution of ui can be computed using the Bayes rule as p(ui j D) ¼



p(D j ui )p(ui ) p(D)



¼ Dir(ui j ai1 þ Ni1 , . . . , airi þ Niri )



(10:5)



where D is the training sample and Niz is the number of cases in D in which xi ¼ z. Then, the Bayes estimate for uiz can be found by taking the conditional expected value aiz þ Niz u^iz ¼ Ep(ui j D) [uiz ] ¼ ai þ Ni



(10:6)



P P where ai ¼ zri¼ 1 aiz and Ni ¼ zri¼ 1 Niz. An intuitive choice for the hyperparameters ai1, . . . , airi of the Dirichlet distribution is Laplace’s uniform prior [23] that assumes all ri states to be equally probable (aiz ¼ 1 8z 2 {1, . . . , ri}), which results in the Bayes estimate 1 þ Niz u^iz ¼ ri þ N i



(10:7)



Laplace’s prior is regarded to be a safe choice when the distribution of the source is unknown and the number of possible states ri is fixed and known [24].
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Given the current state of the classifier that was trained using the prior information and the sample D, we can easily update the parameters when new data D0 is available. The new posterior distribution for ui becomes p(ui j D, D0 ) ¼



p(D0 j ui )p(ui j D) p(D0 j D)



(10:8)



With the Dirichlet priors and the posterior distribution for p(ui j D) given in Equation 10.5, the updated posterior distribution becomes 0 p(ui j D, D0 ) ¼ Dir(ui j ai1 þ Ni1 þ Ni1 , . . . , airi þ Niri þ Nir0 i )



(10:9)



where Niz0 is the number of cases in D0 in which xi ¼ z. Hence, updating the classifier parameters involves only updating the counts in the estimates for ^iz. The Bayesian classifiers that are learned from examples as described above are used to compute probability maps for all land-cover and land-use classes and assign each pixel to one of these classes using the maximum a posteriori probability (MAP) rule given in Equation 10.3. Example probability maps are shown in Figure 10.8 through Figure 10.10.



FIGURE 10.8 Pixel-level probability maps for different classes of the DC Mall data set. From left to right: roof, street, path, trees, shadow. Brighter values in the map show pixels with high probability of belonging to that class.
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FIGURE 10.9 Pixel-level probability maps for different classes of the Centre data set. From left to right, first row: trees, selfblocking bricks, asphalt; second row: bitumen, tiles, shadow. Brighter values in the map show pixels with high probability of belonging to that class.



10.4



Region Segmentation



Image segmentation is used to group pixels that belong to the same structure with the goal of delineating each individual structure as an individual region. In previous work [25], we used an automatic segmentation algorithm that breaks an image into many small regions and merges them by minimizing an energy functional that trades off the similarity of regions against the length of their shared boundaries. We have also recently experimented with several segmentation algorithms from the computer vision literature. Algorithms that are based on graph clustering [26], mode seeking [27], and classification [28] have been reported to be successful in moderately sized color images with relatively homogeneous structures. However, we could not apply these techniques successfully to our data sets because the huge amount of data in hyperspectral images made processing infeasible due to both memory and computational requirements, and the detailed
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FIGURE 10.10 Pixel-level probability maps for different classes of the University data set. From left to right, first row: asphalt, meadows, trees; second row: metal sheets, self-blocking bricks, shadow. Brighter values in the map show pixels with high probability of belonging to that class.



structure in high-resolution remotely sensed imagery prevented the use of sampling that has been often used to reduce the computational requirements of these techniques. The segmentation approach we have used in this work consists of smoothing filters and mathematical morphology. The input to the algorithm includes the probability maps for all classes, where each pixel is assigned either to one of these classes or to the reject class for probabilities smaller than a threshold (the latter type of pixels are initially marked as background). Because pixel-based classification ignores spatial correlations, the initial segmentation may contain isolated pixels with labels different from those of their neighbors. We use an iterative split-and-merge algorithm [13] to convert this intermediate step into contiguous regions as follows: 1. Merge pixels with identical class labels to find the initial set of regions and mark these regions as foreground.
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2. Mark regions with areas smaller than a threshold as background using connected components analysis [5]. 3. Use region growing to iteratively assign background pixels to the foreground regions by placing a window at each background pixel and assigning it to the class that occurs the most in its neighborhood. This procedure corresponds to a spatial smoothing of the clustering results. We further process the resulting regions using mathematical morphology operators [5] to automatically divide large regions into more compact subregions as follows [13]: 1. Find individual regions using connected components analysis for each class. 2. For all regions, compute the erosion transform [5] and repeat: – – – – –



Threshold erosion transform at steps of 3 pixels in every iteration Find connected components of the thresholded image Select subregions that have an area smaller than a threshold Dilate these subregions to restore the effects of erosion Mark these subregions in the output image by masking the dilation using the original image – Until no more sub-regions are found 3. Merge the residues of previous iterations to their smallest neighbors. The merging and splitting process is illustrated in Figure 10.11. The probability of each region belonging to a land-cover or land-use class can be estimated by propagating class labels from pixels to regions. Let X ¼ {x1, . . . , xn} be the set of pixels that are merged to form a region. Let wj and p(wj j xi) be the class label and its posterior probability, respectively, assigned to pixel xi by the classifier. The probability p(wj j x 2 X) that a pixel in the merged region belongs to the class wj can be computed as p(wj j x 2 X) p(wj , x 2 X) p(wj , x 2 X) ¼ Pk p(x 2 X) t ¼ 1 p(wt , x 2 X) P P p(wj , x) x2X p(wj j x)p(x) ¼ Pk x2X ¼ P Pk P x2X p(wt , x) x2X p(wt j x)p(x) t¼1 t¼1 ¼



n Ex {Ix2X (x)p(wj j x)} 1X ¼ Pk p(wj j xi ) ¼ n i¼1 t ¼ 1 Ex {Ix2X (x)p(wt j x)}



(10:10)



where IA() is the indicator function associated with the set A. Each region in the final segmentation is assigned labels with probabilities using Equation 10.10.



10.5



Region Feature Extraction



Region-level representations include properties shared by groups of pixels obtained through region segmentation. The regions are modeled using the statistical summaries of their spectral and textural properties along with shape features that are computed from
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(b) More compact subregions after splitting the region in (a)



239 (c) A large connected region formed by merging pixels labeled as tiled in Centre data



(d) More compact subregions after splitting the region in (c).



FIGURE 10.11 (See color insert following page 240.) Examples for the region segmentation process. The iterative algorithm that uses mathematical morphology operators is used to split a large connected region into more compact subregions.



region polygon boundaries. The statistical summary for a region is computed as the means and standard deviations of features of the pixels in that region. Multi-dimensional histograms also provide pixel feature distributions within individual regions. The shape properties [5] of a region correspond to its . . .



.



Aarea Orientation of the region’s major axis with respect to the x axis Eccentricity (ratio of the distance between the foci to the length of the major axis; for example, a circle is an ellipse with zero eccentricity) Euler number (1 minus the number of holes in the region)



.



Solidity (ratio of the area to the convex area) Extent (ratio of the area to the area of the bounding box)



.



Spatial variances along the x and y axes



.



Spatial variances along the region’s principal (major and minor) axes Resulting in a feature vector of length 10



.



.
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10.6



Region Classification



In the remote-sensing literature, image classification is usually done by using pixel features as input to classifiers such as minimum distance, maximum likelihood, neural networks, or decision trees. However, large within-class variations and small betweenclass variations of these features at the pixel level and the lack of spatial information limit the accuracy of these classifiers. In this work, we perform final classification using region-level information. To use the Bayesian classifiers that were described in Section 10.3, different region-based features such as statistics and shape features are independently converted to discrete random variables using the k-means algorithm for vector quantization. In particular, for each region, we obtain four values from



.



Clustering of the statistics of the LDA bands (6 bands for DC Mall data, 8 bands for Centre and University data) Clustering of the statistics of the 10 PCA bands



.



Clustering of the statistics of the 16 Gabor bands



.



Clustering of the 10 shape features



.



In the next section, we evaluate the performance of these new features for classifying regions (and the corresponding pixels) into land-cover and land-use categories defined by the user.



10.7



Experiments



Performances of the features and the algorithms described in the previous sections were evaluated both quantitatively and qualitatively. First, pixel-level features (LDA, PCA, and Gabor) were extracted and normalized for all three data sets as described in Section 10.2. The ground-truth maps shown in Figure 10.1 through Figure 10.3 were used to divide the data into independent training and test sets. Then, the k-means algorithm was used to cluster (quantize) the continuous features and convert them to discrete attribute values, and Bayesian classifiers with discrete nonparametric models were trained using these attributes and the training examples as described in Section 10.3. The value of k was set to 25 empirically for all data sets. Example probability maps for some of the classes were given in Figure 10.8 through Figure 10.10. Confusion matrices, shown in Table 10.1 through Table 10.3, were computed using the test ground truth for all data sets. Next, the iterative split-and-merge algorithm described in Section 10.4 was used to convert the pixel-level classification results into contiguous regions. The neighborhood size for region growing was set to 3  3. The minimum area threshold in the segmentation process was set to 5 pixels. After the region-level features (LDA, PCA, and Gabor statistics, and shape features) were computed and normalized for all resulting regions as described in Section 10.5, they were also clustered (quantized) and converted to discrete values. The value of k was set to 25 again for all data sets. Then, Bayesian classifiers were trained using the training ground truth as described in Section 10.6, and were applied to the test data to produce the confusion matrices shown in Table 10.4 through Table 10.6.
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TABLE 10.1 Confusion Matrix for Pixel-Level Classification of the DC Mall Data Set (Testing Subset) Using LDA, PCA, and Gabor Features Assigned True



Roof



Street



Path



Grass



Trees



Water



Shadow



Total



% Agree



Roof Street Path Grass Trees Water Shadow Total



3771 0 0 0 0 0 0 3771



49 412 0 0 0 0 4 465



12 0 175 0 0 0 0 187



0 0 0 1926 0 0 0 1926



1 0 0 2 405 0 0 408



0 0 0 0 0 1223 0 1223



1 4 0 0 0 1 93 99



3834 416 175 1928 405 1224 97 8079



98.3568 99.0385 100.0000 99.8963 100.0000 99.9183 95.8763 99.0840



TABLE 10.2 Confusion Matrix for Pixel-Level Classification of the Centre Data Set (Testing Subset) Using LDA, PCA, and Gabor Features Assigned True



Bare Water Trees Meadows Bricks Soil Asphalt Bitumen



Tiles



Shadow



Total



% Agree



Water Trees Meadows Bricks Bare soil Asphalt Bitumen Tiles Shadow Total



65,877 1 0 0 0 4 4 0 12 65,898



0 0 0 0 3 5 9 41,826 0 41,843



85 29 0 0 0 756 53 211 2371 3505



65,971 7598 3090 2685 6584 9248 7287 42,826 2863 148,152



99.8575 84.4959 87.9612 83.3520 78.7667 85.3914 83.1755 97.6650 82.8152 94.8985



0 6420 349 0 9 0 0 1 0 6779



1 1094 2718 0 110 0 1 0 0 3924



0 5 0 2238 1026 317 253 150 3 3992



1 0 22 221 5186 30 22 85 0 5567



7 45 1 139 191 7897 884 437 477 10,078



0 4 0 87 59 239 6061 116 0 6566



TABLE 10.3 Confusion Matrix for Pixel-Level Classification of the University Data Set (Testing Subset) Using LDA, PCA, and Gabor Features Assigned True Asphalt Meadows Gravel Trees Metal sheets Bare soil Bitumen Bricks Shadow Total



Metal Bare Asphalt Meadows Gravel Trees Sheets Soil Bitumen Bricks Shadow Total 4045 21 91 5 0 34 424 382 22 5024



38 14,708 14 76 2 1032 1 45 0 15,916



391 14 1466 1 0 7 7 959 0 2845



39 691 0 2927 1 38 1 2 0 3699



1 0 0 0 1341 20 0 1 0 1363



105 3132 3 40 0 3745 1 87 0 7113



1050 11 19 1 0 32 829 141 0 2083



875 71 506 2 1 119 67 2064 2 3707



87 1 0 12 0 2 0 1 923 1026



6631 18,649 2099 3064 1345 5029 1330 3682 947 42,776



% Agree 61.0014 78.8675 69.8428 95.5287 99.7026 74.4681 62.3308 56.0565 97.4657 74.9205
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Confusion Matrix for Region-Level Classification of the DC Mall Data Set (Testing Subset) Using LDA, PCA, and Gabor Statistics, and Shape Features Assigned True



Roof



Street



Path



Grass



Trees



Water



Shadow



Total



% Agree



Roof Street Path Grass Trees Water Shadow Total



3814 0 0 0 0 0 1 3815



11 414 0 0 0 1 2 428



5 0 175 0 0 0 0 180



0 0 0 1928 0 0 0 1928



0 0 0 0 405 0 0 405



1 0 0 0 0 1223 0 1224



3 2 0 0 0 0 94 99



3834 416 175 1928 405 1224 97 8079



99.4784 99.5192 100.0000 100.0000 100.0000 99.9183 96.9072 99.678



TABLE 10.5 Confusion Matrix for Region-Level Classification of the Centre Data Set (Testing Subset) Using LDA, PCA, and Gabor Statistics, and Shape Features Assigned True



Water



Trees



Meadows



Bricks



Bare Soil



Asphalt



Bitumen



Tiles



Shadow



Total



% Agree



Water Trees Meadows Bricks Bare soil Asphalt Bitumen Tiles Shadow Total



65,803 0 0 0 1 0 0 0 38 65,842



0 6209 138 0 4 1 0 0 0 6352



0 1282 2942 1 59 2 0 0 2 4288



0 28 0 2247 257 37 24 39 2 2634



0 22 10 173 6139 4 3 13 0 6364



0 11 0 31 11 8669 726 220 341 10,009



0 5 0 233 102 163 6506 2 12 7023



0 0 0 0 0 0 0 42,380 0 42,380



168 41 0 0 11 372 28 172 2468 3260



65,971 7598 3090 2685 6584 9248 7287 42,826 2863 148,152



99.7453 81.7189 95.2104 83.6872 93.2412 93.7392 89.2823 98.9586 86.2033 96.7675



TABLE 10.6 Confusion Matrix for Region-Level Classification of the University Data Set (Testing Subset) Using LDA, PCA, and Gabor Statistics, and Shape Features Assigned True Asphalt Meadows Gravel Trees Metal sheets Bare soil Bitumen Bricks Shadow Total



Metal Bare Asphalt Meadows Gravel Trees Sheets Soil Bitumen Bricks Shadow 4620 8 9 39 0 0 162 248 16 5102



7 17,246 5 37 0 991 0 13 0 18,299



281 0 1360 0 0 0 0 596 0 2237



4 1242 2 2941 0 5 0 33 0 4227



0 0 0 0 1344 0 0 5 1 1350



52 19 0 4 0 4014 0 21 0 4110



344 6 0 13 0 0 1033 125 0 1521



1171 7 723 14 1 19 135 2635 1 4706



152 121 0 16 0 0 0 6 929 1224



Total



% Agree



6631 18,649 2099 3064 1345 5029 1330 3682 947 42,776



69.6727 92.4768 64.7928 95.9856 99.9257 79.8171 77.6692 71.5644 98.0993 84.4445
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TABLE 10.7 Summary of Classification Accuracies Using the Pixel-Level and Region-Level Bayesian Classifiers and the Quadratic Gaussian Classifier



Pixel-level Bayesian Region-level Bayesian Quadratic Gaussian



DC Mall



Centre



University



99.0840 99.6782 99.3811



94.8985 96.7675 93.9677



74.9205 84.4445 81.2792



Finally, comparative experiments were done by training and evaluating traditional maximum likelihood classifiers with the multi-variate Gaussian with full covariance matrix assumption for each class (quadratic Gaussian classifier) using the same training and test ground-truth data. The classification performances of all three classifiers (pixellevel Bayesian, region-level Bayesian, quadratic Gaussian) are summarized in Table 10.7. For qualitative comparison, the classification maps for all classifiers for all data sets were computed as shown in Figure 10.12 through Figure 10.14. The results show that the proposed region-level features and Bayesian classifiers performed better than the traditional maximum likelihood classifier with the Gaussian density assumption for all data sets with respect to the ground-truth maps available. Using texture features, which model spatial neighborhoods of pixels, in addition to the spectral-based ones improved the performances of all classifiers. Using the Gabor filters at the third and fourth scales (corresponding to eight features) improved the results the most. (The confusion matrices presented show the performances of using these features instead of the original 16.) The reason for this is the high spatial image resolution where filters with a larger coverage include mixed effects from multiple structures within a pixel’s neighborhood. Using region-level information gave the most significant improvement for the University data set. The performances of pixel-level classifiers for DC Mall and Centre data sets using LDA- and PCA-based spectral and Gabor-based textural features were already quite high. In all cases, region-level classification performed better than pixel-level classifiers. One important observation to note is that even though the accuracies of all classifiers seem quite high, some misclassified areas can still be found in the classification maps for all images. This is especially apparent in the results of pixel-level classifiers where many isolated pixels that are not covered by test ground-truth maps (e.g., the upper part of the DC Mall data, tiles on the left of the Centre data, many areas in the University data) were assigned wrong class labels because of the lack of spatial information and, hence, the context. The same phenomenon can be observed in many other results published in the literature. A more detailed ground truth is necessary for a more reliable evaluation of classifiers for high-resolution imagery. We believe that there is still a large margin for improvement in the performance of classification techniques for data received from stateof-the-art satellites.



10.8



Conclusions



We have presented an approach for classification of remotely sensed imagery using spatial techniques. First, pixel-level spectral and textural features were extracted and used for classification with nonparametric Bayesian classifiers. Next, an iterative
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244 (a) Pixel-level Bayesian



(b) Region-level Bayesian



(c) Quadratic Gaussian



FIGURE 10.12 (See color insert following page 240.) Final classification maps with the Bayesian pixel-and region-level classifiers and the quadratic Gaussian classifier for the DC Mall data set. Class color codes were listed in Figure 10.1.



split-and-merge algorithm was used to convert the pixel-level classification maps into contiguous regions. Then, spectral and textural statistics and shape features extracted from these regions were used with similar Bayesian classifiers to compute the final classification maps. Comparative quantitative and qualitative evaluation using traditional maximum likelihood Gaussian classifiers in experiments with three different data sets with ground truth showed that the proposed region-level features and Bayesian classifiers performed better than the traditional pixel-level classification techniques. Even though the numerical results already look quite impressive, we believe that selection of the most discriminative
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(b) Region-level Bayesian



245 (c) Quadratic Gaussian



FIGURE 10.13 (See color insert following page 240.) Final classification maps with the Bayesian pixel-and region-level classifiers and the quadratic Gaussian classifier for the Centre data set. Class color codes were listed in Figure 10.2.



subset of features and better segmentation of regions will bring further improvements in classification accuracy. We are also in the process of gathering ground-truth data with a larger coverage for better evaluation of classification techniques for images from highresolution satellites. (a) Pixel-level Bayesian



(b) Region-level Bayesian



(c) Quadratic Gaussian



FIGURE 10.14 (See color insert following page 240.) Final classification maps with the Bayesian pixel- and region-level classifiers and the quadratic Gaussian classifier for the University data set. Class color codes were listed in Figure 10.3.
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11.1



Introduction



Earth observation is currently developing more rapidly than ever before. During the last decade the number of satellites has been growing steadily, and the coverage of the Earth in space, time, and the electromagnetic spectrum is increasing correspondingly fast. The accuracy in classifying a scene can be increased by using images from several sensors operating at different wavelengths of the electromagnetic spectrum. The interaction between the electromagnetic radiation and the earth’s surface is characterized by certain properties at different frequencies of electromagnetic energy. Sensors with different wavelengths provide complementary information about the surface. In addition to image data, prior information about the scene might be available in the form of map data from geographic information systems (GIS). The merging of multi-source data can create a more consistent interpretation of the scene compared to an interpretation based on data from a single sensor. This development opens up for a potential significant change in the approach of analysis of earth observation data. Traditionally, analysis of such data has been by means of analysis of a single satellite image. The emerging exceptionally good coverage in space, time, and the spectrum opens for analysis of time series of data, combining different sensor types, combining imagery of different scales, and better integration with ancillary data and models. Thus, data fusion to combine data from several sources is becoming increasingly more important in many remote-sensing applications. This paper provides a tutorial on data fusion for remote-sensing applications. The main focus is on methods for multi-source image classification, but separate sections on multisensor image registration, multi-scale classification, and multi-temporal image classification are also included. The remainder of this chapter is organized in the following manner: in Section 11.2 the ‘‘multi’’ concept in remote sensing is presented. Multi-sensor data registration is treated in Section 11.3. Classification strategies for multi-sensor applications are discussed in Section 11.4. Multi-temporal image classification is discussed in Section 11.5, while multi-scale approaches are discussed in Section 11.6. Concluding remarks are given in Section 11.7.



11.2



The ‘‘Multi’’ Concept in Remote Sensing



The variety of different sensors already available or being planned creates a number of possibilities for data fusion to provide better capabilities for scene interpretation. This is referred to as the ‘‘multi’’ concept in remote sensing. The ‘‘multi’’ concept includes multitemporal, multi-spectral or multi-frequency, multi-polarization, multi-scale, and multisensor image analysis. In addition to the concepts discussed here, imaging using multiple incidence angles can also provide additional information [1,2].



11.2.1



The Multi-Spectral or Multi-Frequency Aspect



The measured backscatter values for an area vary with the wavelength band. A land-use category will give different image signals depending on the frequency used, and by using different frequencies, a spectral signature that characterizes the land-use category can be found. A description of the scattering mechanisms for optical sensors can be found in
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Ref. [3], while Ref. [4] contains a thorough discussion of the backscattering mechanisms in the microwave region. Multi-spectral optical sensors have demonstrated this effect for a substantial number of applications for several decades; they are now followed by high-spatial-resolution multi-spectral sensors such as Ikonos and Quickbird, and by hyperspectral sensors from satellite platforms (e.g., Hyperion).



11.2.2



The Multi-Temporal Aspect



The term multi-temporal refers to the repeated imaging of an area over a period. By analyzing an area through time, it is possible to develop interpretation techniques based on an object’s temporal variations and to discriminate different pattern classes accordingly. Multi-temporal imagery allows, the study of the variation of backscatter of different areas with time, weather conditions, and seasons. It also allows monitoring of processes that change over time. The principal advantage of multi-temporal analysis is the increased amount of information for the study area. The information provided for a single image is, for certain applications, not sufficient to properly distinguish between the desired pattern classes. This limitation can sometimes be resolved by examining the pattern of temporal changes in the spectral signature of an object. This is particularly important for vegetation applications. Multi-temporal image analysis is discussed in more detail in Section 11.5.



11.2.3



The Multi-Polarization Aspect



The multi-polarization aspect is related to microwave image data. The polarization of an electromagnetic wave refers to the orientation of the electric field during propagation. A review of the theory and features of polarization is given in Refs. [5,6].



11.2.4



The Multi-Sensor Aspect



With an increasing number of operational and experimental satellites, information about a phenomenon can be captured using different types of sensors. Fusion of images from different sensors requires some additional preprocessing and poses certain difficulties that are not solved in traditional image classifiers. Each sensor has its own characteristics, and the image captured usually contains various artifacts that should be corrected or removed. The images also need to be geometrically corrected and co-registered. Because the multi-sensor images often are not acquired on the same data, the multi-temporal nature of the data must also often be explained. Figure 11.1 shows a simple visualization of two synthetic aperture radar (SAR) images from an oil spill in the Baltic sea, imaged by the ENVISAT ASAR sensor and the Radarsat SAR sensor. The images were taken a few hours apart. During this time, the oil slick has drifted to some extent, and it has become more irregular in shape.



11.2.5



Other Sources of Spatial Data



The preceding sections have addressed spatial data in the form of digital images obtained from remote-sensing satellites. For most regions, additional information is available in the form of various kinds of maps, for example, topography, ground cover, elevation, and so on. Frequently, maps contain spatial information not obtainable from a single remotely sensed image. Such maps represent a valuable information resource in addition to the
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FIGURE 11.1 (See color insert following page 240.) Example of multi-sensor visualization of an oil spill in the Baltic sea created by combining an ENVISAT ASAR image with a Radarsat SAR image taken a few hours later.



satellite images. To integrate map information with a remotely sensed image, the map must be available in digital form, for example, in a GIS system.



11.3



Multi-Sensor Data Registration



A prerequisite for data fusion is that the data are co-registered, and geometrically and radiometrically corrected. Data co-registration can be simple if the data are georeferenced. In that case, the co-registration consists merely of resampling the images to a common map projection. However, an image-matching step is often necessary to obtain subpixel accuracy in matching. Complicating factors for multi-sensor data are the different appearances of the same object imaged by different sensors, and nonrigid changes in object position between multi-temporal images.
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The image resampling can be done at various stages of the image interpretation process. Resampling an image affects the spatial statistics of the neighboring pixel, which is of importance for many radar image feature extraction methods that might use speckle statistics or texture. When fusing a radar image with other data sources, a solution might be to transform the other data sources to the geometry of the radar image. When fusing a multi-temporal radar image, an alternative might be to use images from the same image mode of the sensor, for example, only ascending scenes with a given incidence angle range. If this is not possible and the spatial information from the original geometry is important, the data can be fused and resampling done after classification by the sensor-specific classifiers. An image-matching step may be necessary to achieve subpixel accuracy in the coregistration even if the data are georeferenced. A survey of image registration methods is given by Zitova and Flusser [7]. A full image registration process generally consists of four steps: .



Feature extraction. This is the step where regions, edges, and contours can be used to represent tie-points in the set of images to be matched are extracted. This is a crucial step, as the registration accuracy can be no better than what is achieved for the tie-points.



Feature extraction can be grouped into area-based methods [8,9], feature-based methods [10–12], and hybrid approaches [7]. In area-based methods, the gray levels of the images are used directly for matching, often by statistical comparison of pixel values in small windows, and they are best suited for images from the same or highly similar sensors. Feature-based methods will be application-dependent, as the type of features to use as tie points needs to be tailored to the application. Features can be extracted either from the spatial domain (edges, lines, regions, intersections, and so on) or from the frequency domain (e.g., wavelet features). Spatial features can perform well for matching data from heterogeneous sensors, for example, optical and radar images. Hybrid approaches use both area-based and feature-based techniques by combining both a correlation-based matching with an edge-based approach, and they are useful in matching data from heterogeneous sensors. .



Feature matching. In this step, the correspondence between the tie-points or features in the sensed image and the reference image is found. Area-based methods for feature extraction use correlation, Fourier-transform methods, or optical flow [13]. Feature-based methods use the equivalence between correlation in the spatial domain and multiplication in the Fourier domain to perform matching in the Fourier domain [10,11]. Correlation-based methods are best suited for data from similar sensors. The optical flow approach involves estimation of the relative motion between two images and is a broad approach. It is commonly used in video analysis, but only a few studies have used it in remote-sensing applications [29,30].



.



Transformation selection concerns the choice of mapping function and estimation of its parameters based on the established feature correspondence. The affine transform model is commonly used for remote-sensing applications, where the images normally are preprocessed for geometrical correction—a step that justifies the use of affine transforms.



.



Image resampling. In this step, the image is transformed by means of the mapping function. Image values in no-integer coordinates are computed by the
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appropriate interpolation technique. Normally, either a nearest neighbor or a bilinear interpolation is used. Nearest neighbor interpolation is applicable when no new pixel values should be introduced. Bilinear interpolation is often a good trade-off between accuracy and computational complexity compared to cubic or higher order interpolation.



11.4



Multi-Sensor Image Classification



The literature on data fusion in the computer vision and machine intelligence domains is substantial. For an extensive review of data fusion, we recommend the book by Abidi and Gonzalez [16]. Multi-sensor architectures, sensor management, and designing sensor setup are also thoroughly discussed in Ref. [17].



11.4.1



A General Introduction to Multi-Sensor Data Fusion for Remote-Sensing Applications



Fusion can be performed at the signal, pixel, feature, or decision level of representation (see Figure 11.2). In signal-based fusion, signals from different sensors are combined to create a new signal with a better signal-to-noise ratio than the original signals [18]. Techniques for signal-level data fusion typically involve classic detection and estimation methods [19]. If the data are noncommensurate, they must be fused at a higher level. Pixel-based fusion consists of merging information from different images on a pixel-bypixel basis to improve the performance of image processing tasks such as segmentation [20]. Feature-based fusion consists of merging features extracted from different signals or images [21]. In feature-level fusion, features are extracted from multiple sensor observations, then combined into a concatenated feature vector, and classified using a standard classifier. Symbol-level or decision-level fusion consists of merging information at a higher level of abstraction. Based on the data from each single sensor, a preliminary classification is performed. Fusion then consists of combining the outputs from the preliminary classifications. The main approaches to data fusion in the remote-sensing literature are statistical methods [22–25], Dempster–Shafer theory [26–28], and neural networks [22,29]. We will discuss each of these approaches in the following sections. The best level and methodology for a given remote-sensing application depends on several factors: the complexity of the classification problem, the available data set, and the goal of the analysis.



11.4.2



Decision-Level Data Fusion for Remote-Sensing Applications



In the general multi-sensor fusion case, we have a set of images X1  XP from P sensors. The class labels of the scene are denoted C. The Bayesian approach is to assign each pixel to the class that maximizes the posterior probabilities P(C j X1, . . . , XP) P(CjX1 , . . . , XP ) ¼



P(X1 , . . . , XP jC)P(C) P(X1 , . . . , XP )



where P(C) is the prior model for the class labels.



(11:1)
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Image data sensor p FIGURE 11.2 (See color insert following page 240.) An illustration of data fusion on different levels.
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For decision-level fusion, the following conditional independence assumption is used: P(X1 , . . . , XP jC)  P(X1 jC)    P(XP jC) This assumption means that the measurements from the different sensors are considered to be conditionally independent.



11.4.3



Combination Schemes for Combining Classifier Outputs



In the data fusion literature [30], various alternative methods have been proposed for combining the outputs from the sensor-specific classifiers by weighting the influence of each sensor. This is termed consensus theory. The weighting schemes can be linear, logarithmic, or of a more general form (see Figure 11.3). The simplest choice, the linear opinion pool (LOP), is given by LOP(X1 , . . . , XP ) ¼



P X



P(Xp jC)lp



(11:2)



p¼1



The logarithmic opinion pool (LOGP) is given by LOGP(X1 , . . . , XP ) ¼



P Y



P(Xp jC)lp



(11:3)



p¼1



which is equivalent to the Bayesian combination if the weights lp are equal. This weighting scheme contradicts the statistical formulation in which the sensor’s uncertainty is supposed to be modeled by the variance of the probability density function. The weights are supposed to represent the sensor’s reliability. The weights can be selected by heuristic methods based on their goodness [3] by weighting a sensor’s influence by a factor proportional to its overall classification accuracy on the training data set. An alternative approach for a linear combination pool is to use a genetic algorithm [32]. An approach using a neural net to optimize the weights is presented in Ref. [30]. Yet another possibility is to choose the weights in such a way that they not only weigh the individual data sources but also the classes within the data sources [33].



Classifier for data source 1



P(w|x1) l1



Label w f (X,l)



Classifier for data source p



P(w|xp) lp



FIGURE 11.3 Schematic view of weighting the outputs from sensor-specific classifiers in decision-level fusion.
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Benediktsson et al. [30,31] use a multi-layer perceptron (MLP) neural network to combine the class-conditional probability densities P(Xp j C). This allows a more flexible, nonlinear combination scheme. They compare the classification accuracy using MLPs to LOPs and LOGPs, and find that the neural net combination performs best. Benediktsson and Sveinsson [34] provide a comparison of different weighting schemes for an LOP and LOGP, genetic algorithm with and without pruning, parallel consensus neural nets, and conjugate gradient backpropagation (CGBP) nets on a single multisource data set. The best results were achieved by using a CGBP net to optimize the weights in an LOGP. A study that contradicts the weighting of different sources is found in Ref. [35]. In this study, three different data sets (optical and radar) were merged using the LOGP, and the weights were varied between 0 and 1. Best results for all three data sets were found by using equal weights.



11.4.4



Statistical Multi-Source Classification



Statistical methods for fusion of remotely sensed data can be divided into four categories: the augmented vector approach, stratification, probabilistic relaxation, and extended statistical fusion. In the augmented vector approach, data from different sources are concatenated as if they were measurements from a single sensor. This is the most common approach for many application-oriented applications of multi-source classification, because no special software is needed. This is an example of pixel-level fusion. Such a classifier is difficult to use when the data cannot be modeled with a common probability density function, or when the data set includes ancillary data (e.g., from a GIS system). The fused data vector is then classified using ordinary single-source classifiers [36]. Stratification has been used to incorporate ancillary GIS data in the classification process. The GIS data are stratified into categories and then a spectral model for each of these categories is used [37]. Richards et al. [38] extended the methods used for spatially contextual classification based on probabilistic relaxation to incorporate ancillary data. The methods based on extended statistical fusion [10,43] were derived by extending the concepts used for classification of single-sensor data. Each data source is considered independently and the classification results are fused using weighted linear combinations. By using a statistical classifier one often assumes that the data have a multi-variate Gaussian distribution. Recent developments in statistical classifiers based on regression theory include choices of nonlinear classifiers [11–13,18–20,26,28,33,38,39–56]. For a comparison of neural nets and regression-based nonlinear classifiers, see Ref. [57].



11.4.5



Neural Nets for Multi-Source Classification



Many multi-sensor studies have used neural nets because no specific assumptions about the underlying probability densities are needed [40,58]. A drawback of neural nets in this respect is that they act like a black box in that the user cannot control the usage of different data sources. It is also difficult to explicitly use a spatial model for neighboring pixels (but one can extend the input vector from measurements from a single pixel to measurements from neighboring pixels). Guan et al. [41] utilized contextual information by using a network of neural networks with which they built a quadratic regularizer. Another drawback is that specifying a neural network architecture involves specifying a large number of parameters. A classification experiment should take care in choosing them and apply different configurations, making the complete training process very time
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Sensor-specific neural net



P(w |x1) Multi-sensor fusion net Image data sensor 1 Sensor-specific neural net P(w |xp)



Image data sensor p Classified image FIGURE 11.4 (See color insert following page 240.) Network architecture for decision-level fusion using neural networks.



consuming [52,58]. Hybrid approaches combining statistical methods and neural networks for data fusion have also been proposed [30]. Benediktsson et al. [30] apply a statistical model to each individual source and use neural nets to reach a consensus decision. Most applications involving a neural net use an MLP or radial basis function network, but other neural network architectures can be used [59–61]. Neural nets for data fusion can be applied both at the pixel, feature, and decision level. For pixel- and feature-level fusion a single neural net is used to classify the joint feature vector or pixel measurement vector. For decision-level fusion, a network combination like the one outlined in Figure 11.4 is often used [29]. An MLP neural net is first used to classify the images from each source separately. Then, the outputs from the sensorspecific nets are fused and weighted in a fusion network.



11.4.6



A Closer Look at Dempster–Shafer Evidence Theory for Data Fusion



Dempster–Shafer theory of evidence provides a representation of multi-source data using two central concepts: plausibility and belief. Mathematical evidence theory was first introduced by Dempster in the 1960s, and later extended by Shafer [62]. A good introduction to Dempster–Shafer evidence theory for remote sensing data fusion is given in Ref. [28]. Plausibility (Pls) and belief (Bel) are derived from a mass function m, which is defined on the [0,1] interval. The belief and plausibility functions for an element A are defined as X Bel(A) ¼ m(B) (11:4) BA



Pls(A) ¼



X B \ A 6¼ ;



m(B):



(11:5)
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They are sometimes referred to as lower and upper probability functions. The belief value of hypothesis A can be interpreted as the minimum uncertainty value about A, and its plausibility as the maximum uncertainty [28]. Evidence from p different sources is combined by combining the mass functions m1  mp by Pm(;)¼0 If K 6¼ 1, m(A) ¼



B1 \\Bp ¼A



Q



1K



1ip



mi (Bi )



P Q where K ¼ B1\  \Bp ¼o 1 < i < p mi(Bi) is interpreted as a measure of conflict between the different sources. The decision rule used to combine the evidence from each sensor varies from different applications, either maximum of plausibility or maximum of belief (with variations). The performance of Dempster–Shafer theory for data fusion does however depend on the methods used to compute the mass functions. Lee et al. [20] assign nonzero mass function values only to the single classes, whereas Hegarat-Mascle et al. [28] propose two strategies for assigning mass function values to sets of classes according to the membership for a pixel for these classes. The concepts of evidence theory belong to a different school than Bayesian multi-sensor models. Researchers coming from one school often have a tendency to dislike modeling used in the alternative theory. Not many neutral comparisons of these two approaches exist. The main advantage of this approach is its robustness in the method by which information from several heterogeneous sources is combined. A disadvantage is the underlying basic assumption that the evidence from different sources is independent. According to Ref. [43], Bayesian theory assumes that imprecision about uncertainty in the measurements is assumed to be zero and uncertainty about an event is only measured by the probability. The author disagrees with this by pointing out that in Bayesian modeling, uncertainty about the measurements can be modeled in the priors. Priors of this kind are not always used, however. Priors in a Bayesian model can also be used to model spatial context and temporal class development. It might be argued that the Dempster– Shafer theory can be more appropriate for a high number of heterogeneous sources. However, most papers on data fusion for remote sensing consider two or maximum three different sources. 11.4.7



Contextual Methods for Data Fusion



Remote-sensing data have an inherent spatial nature. To account for this, contextual information can be incorporated in the interpretation process. Basically, the effect of context in an image-labeling problem is that when a pixel is considered in isolation, it may provide incomplete information about the desired characteristics. By considering the pixel in context with other measurements, more complete information might be derived. Only a limited set of studies have involved spatially contextual multi-source classification. Richards et al. [38] extended the methods used for spatial contextual classification based on probabilistic relaxation to incorporate ancillary data. Binaghi et al. [63] presented a knowledge-based framework for contextual classification based on fuzzy set theory. Wan and Fraser [61] used multiple self-organizing maps for contextual classification. Le He´garat-Mascle et al. [28] combined the use of a Markov random field model with the Dempster–Shafer theory. Smits and Dellepiane [64] used a multi-channel image segmentation method based on Markov random fields with adaptive neighborhoods. Markov random fields have also been used for data fusion in other application domains [65,66].
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Using Markov Random Fields to Incorporate Ancillary Data



Schistad Solberg et al. [67,68] used a Markov random field model to include map data into the fusion. In this framework, the task is to estimate the class labels of the scene C given the image data X and the map data M (from a previous survey): P(CjX, M) ¼ P(XjC, M)P(C) with respect to C. The spatial context between neighboring pixels in the scene is modeled in P(C) using the common Ising model. By using the equivalence between Markov random fields and Gibbs distribution P(  ) ¼



1 exp U(  ) Z



where U is called the energy function and Z is a constant; the task of maximizing P(CjX,M) is equivalent to minimizing the sum U¼



P X



Udata(i) þ Uspatial, map



i¼1



Uspatial is the common Ising model: Uspatial ¼ bs



X



I(ci , ck )



k2N



and Umap ¼ bm



X



t(ci jmk )



k2M



mk is the class assigned to the pixel in the map, and t(cijmk) is the probability of a class transition from class mk to class ci. This kind of model can also be used for multi-temporal classification [67].



11.4.9



A Summary of Data Fusion Architectures



Table 11.1 gives a schematic view on different fusion architectures applied to remotesensing data.



11.5



Multi-Temporal Image Classification



For most applications where multi-source data are involved, it is not likely that all the images are acquired at the same time. When the temporal aspect is involved, the classification methodology must handle changes in pattern classes between the image acquisitions, and possibly also use different classes.
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TABLE 11.1 A Summary of Data Fusion Architectures Pixel-level fusion Advantages



Limitations Feature-level fusion Advantages



Limitations Decision-level fusion Advantages



Limitations



Simple. No special classifier software needed. Correlation between sources utilized. Well suited for change detection. Assumes that the data can be modeled using a common probability density function. Source reliability cannot be modeled. Simple. No special classifier software needed. Sensor-specific features give advantage over pixel-based fusion. Well suited for change detection. Assumes that the data can be modeled using a common probability density function. Source reliability cannot be modeled. Suited for data with different probability densities. Source-specific reliabilities can be modeled. Prior information about the source combination can be modeled. Special software often needed.



To find the best classification strategy for a multi-temporal data set, it is useful to consider the goal of the analysis and the complexity of the multi-temporal image data to be used. Multi-temporal image classification can be applied for different purposes: .



Monitor and identify specific changes. If the goal is to monitor changes, multitemporal data are required either in the form of a combination of existing maps and new satellite imagery or as a set of satellite images. For identifying changes, different fusion levels can be considered. Numerous methods for



TABLE 11.2 A Summary of Decision-Level Fusion Strategies Statistical multi-sensor classifiers Advantages Good control over the process. Prior knowledge can be included if the model is adapted to the application. Inclusion of ancillary data simple using a Markov random field approach. Limitations Assumes a particular probability density function. Dempster–Shafer multi-sensor classifiers Advantages Useful for representation of heterogeneous sources. Inclusion of ancillary data simple. Well suited to model a high number of sources. Limitations Performance depends on selected mass functions. Not many comparisons with other approaches. Neural net multi-sensor classifiers Advantages No assumption about probability densities needed. Sensor-specific weights can easily be estimated. Suited for heterogeneous sources. Limitations The user has little control over the fusion process and how different sources are used. Involves a large number of parameters and a risk of overfitting. Hybrid multi-sensor classifiers Advantages Can combine the best of statistical and neural net or Dempster–Shafer approaches. Limitations More complex to use.
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.



.



change detection exist, ranging from pixel-level to decision-level fusion. Examples of pixel-level change detection are classical unsupervised approaches like image math, image regression, and principal component analysis of a multi-temporal vector of spectral measurements or derived feature vectors like normalized vegetation indexes. In this paper, we will not discuss in detail these well-established unsupervised methods. Decision-level change detection includes postclassification comparisons, direct multi-date classification, and more sophisticated classifiers. Improved quality in discriminating between a set of classes. Sometimes, parts of an area might be covered by clouds, and a multi-temporal image set is needed to map all areas. For microwave images, the signature depends on temperature and soil moisture content, and several images might be necessary to obtain good coverage of all regions in an area as two classes can have different mechanisms affecting their signature. For this kind of application, a data fusion model that takes source reliability weighting into account should be considered. An example concerning vegetation classification in a series of SAR images is shown in Figure 11.5. Discriminate between classes based on their temporal signature development. By analyzing an area through time and studying how the spectral signature changes, it is possible to discriminate between classes that are not separable on a single



FIGURE 11.5 Multi-temporal image from 13 different dates during August–December 1991 for agricultural sites in Norway. The ability to identify ploughing activity in a SAR image depends on the soil moisture content at the given date.
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image. Consider for example vegetation mapping. Based on a single image, we might be able to discriminate between deciduous and conifer trees, but not between different kinds of conifer or deciduous. By studying how the spectral signature varies during the growth season, we might also be able to discriminate between different vegetation species. It is also relevant to consider the available data set. How many images can be included in the analysis? Most studies use bi-temporal data sets, which are easy to obtain. Obtaining longer time series of images can sometimes be difficult due to sensor repeat cycles and weather limitations. In Northern Europe, cloud coverage is a serious limitation for many applications of temporal trajectory analysis. Obtaining long time series tends to be easier for low- and medium-resolution images from satellites with frequent passes. A principal decision in multi-temporal image analysis is whether the images are to be combined on the pixel level or the decision level. Pixel-level fusion consists of combining the multi-temporal images into a joint data set and performing the classification based on all data at the same time. In decision-level fusion, a classification is first performed for each time, and then the individual decisions are combined to reach a consensus decision. If no changes in the spectral signatures of the objects to be studied have occurred between the image acquisitions, then this is very similar to classifier combination [31].



11.5.1



Multi-Temporal Classifiers



In the following, we describe the main approaches for multi-temporal classification. The methods utilize temporal correlation in different ways. Temporal feature correlation means that the correlation between the pixel measurements or feature vectors at different times is modeled. Temporal class correlation means that the correlation between the class labels of a given pixel at different times is modeled. 11.5.1.1



Direct Multi-Date Classification



In direct compound or stacked vector classification, the multi-temporal data set is merged at the pixel level into one vector of measurements, followed by classification using a traditional classifier. This is a simple approach that utilizes temporal feature correlation. However, the approach might not be suited when some of the images are of lower quality due to noise. An example of this classification strategy is to use multiple self-organizing map (MSOM) [69] as a classifier for compound bi-temporal images. 11.5.1.2



Cascade Classifiers



Swain [70] presented the initial work on using cascade classifiers. In a cascade-classifier approach the temporal class correlation between multi-temporal images is utilized in a recursive manner. To find a class label for a pixel at time t2, the conditional probability for observing class v given the images x1 and x2 is modeled as P(vjx1 , x2 ) Classification was performed using a maximum likelihood classifier. In several papers by Bruzzone and co-authors [71,72] the use of cascade classifiers has been extended to unsupervised classification using multiple classifiers (combining both maximum likelihood classifiers and radial basis function neural nets).
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Markov Chain and Markov Random Field Classifiers



Schistad Solberg et al. [67] describe a method for classification of multi-source and multitemporal images where the temporal changes of classes are modeled using Markov chains with transition probabilities. This approach utilizes temporal class correlation. In the Markov random field model presented in Ref. [25], class transitions are modeled in terms of Markov chains of possible class changes and specific energy functions are used to combine temporal information with multi-source measurements, and ancillary data. Bruzzone and Prieto [73] use a similar framework for unsupervised multi-temporal classification. 11.5.1.4 Approaches Based on Characterizing the Temporal Signature Several papers have studied changes in vegetation parameters (for a review see Ref. [74]). In Refs. [50,75] the temporal signatures of classes are modeled using Fourier series (using temporal feature correlation). Not many approaches have integrated phenological models for the expected development of vegetation parameters during the growth season. Aurdal et al. [76] model the phenological evolution of mountain vegetation using hidden Markov models. The different vegetation classes can be in one of a predefined set of states related to their phenological development, and classifying a pixel consists of selecting the class that has the highest probability of producing a given series of observations. The performance of this model is compared to a compound maximum likelihood approach and found to give comparable results for a single scene, but more robust when testing and training on different images. 11.5.1.5 Other Decision-Level Approaches to Multi-Temporal Classification Jeon and Landgrebe [46] developed a spatio-temporal classifier utilizing both the temporal and the spatial context of the image data. Khazenie and Crawford [47] proposed a method for contextual classification using both spatial and temporal correlation of data. In this approach, the feature vectors are modeled as resulting from a class-dependent process and a contaminating noise process, and the noise is correlated in both space and time. Middelkoop and Janssen [49] presented a knowledge-based classifier, which used landcover data from preceding years. An approach to decision-level change detection using evidence theory is given in Ref. [43]. A summary of approaches for multi-temporal image classifiers is given in Table 11.3.



11.6



Multi-Scale Image Classification



Most of the approaches to multi-sensor image classification do not treat the multi-scale aspect of the input data. The most common approach is to resample all the images to be fused to a common pixel resolution. In other domains of science, much work on combining data sources at different resolutions exists, for example, in epidemiology [77], in the estimation of hydraulic conductivity for characterizing groundwater flow [78], and in the estimation of environmental components [44]. These approaches are mainly for situations where the aim is to estimate an underlying continuous variable. The remote-sensing literature contains many examples of multi-scale and multi-sensor data visualization. Many multi-spectral sensors, such as SPOT XS or Ikonos, provide a combination of multi-spectral band and a panchromatic band of a higher resolution. Several methods for visualizing such multi-scale data sets have been proposed, and
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TABLE 11.3 A Discussion of Multi-Temporal Classifiers Direct multi-date classifier Advantages Limitations Cascade classifiers Advantages



Simple. Temporal feature correlation between image measurements utilized. Is restricted to pixel-level fusion. Not suited for data sets containing noisy images. Temporal correlation of class labels considered. Information about special class transitions can be modeled.



Limitations Special software needed. Markov chain and MRF classifiers Advantages Spatial and temporal correlation of class labels considered. Information about special class transitions can be modeled. Limitations Special software needed. Temporal signature trajectory approaches Advantages Can discriminate between classes not separable at a single point in time. Can be used either at feature level or at decision level. Decision-level approaches allow flexible modeling. Limitations Feature-level approaches can be sensitive to noise. A time series of images needed (can be difficult to get more than bi-temporal).



they are often based on overlaying a multi-spectral image on the panchromatic image using different colors. We will not describe such techniques in detail, but refer the reader to surveys like [51,55,79]. Van der Meer [80] studied the effect of multi-sensor image fusion in terms of information content for visual interpretation, and concluded that image fusion aiming at improving the visual content and interpretability was more successful for homogeneous data than for heteorogeneous data. For classification problems, Puyou-Lascassies [54] and Zhukov et al. [81] considered unmixing of low-resolution data by using class label information obtained from classification of high-resolution data. The unmixing is performed through several sequential steps, but no formal model for the complete data set is derived. Price [53] proposed unmixing by relating the correlation between low-resolution data and high-resolution data resampled to low resolution, to correlation between high-resolution data and lowresolution data resampled to high resolution. The possibility of mixed pixels was not taken into account. In Ref. [82], separate classifications were performed based on data from each resolution. The resulting resolution-dependent probabilities were averaged over the resolutions. Multi-resolution tree models are sometimes used for multi-scale analysis (see, e.g., Ref. [48]). Such models yield a multi-scale representation through a quad tree, in which each pixel at a given resolution is decomposed into four child pixels at higher resolution, which are correlated. This gives a model where the correlation between neighbor pixels depends on the pixel locations in an arbitrary (i.e., not problem-related) manner. The multi-scale model presented in Ref. [83] is based on the concept of a reference resolution and is developed in a Bayesian framework [84]. The reference resolution corresponds to the highest resolution present in the data set. For each pixel of the input image at the reference resolution it is assumed that there is an underlying discrete class. The observed pixel values are modeled conditionally on the classes. The properties of the class label image are described through an a priori model. Markov random fields have been selected for this purpose. Data at coarser resolutions are modeled as mixed pixels,
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266 TABLE 11.4 A Discussion of Multi-Scale Classifiers Resampling combined with single-scale classifier Advantages Limitations Classifier with explicit multi-scale model Advantages Limitations



Simple. Works well enough for homogeneous regions. Can fail in identifying small or detailed structures. Can give increased performance for small or detailed structures. More complex software needed. Not necessary for homogeneous regions.



that is, the observations are allowed to include contributions from several distinct classes. In this way it is possible to exploit spectrally richer images at lower resolutions to obtain more accurate classification results at the reference level, without smoothing the results as much as if we simply oversample the low-resolution data to the reference resolution prior to the analysis. Methods that use a model for the relationship between the multi-scale data might offer advantages compared to simple resampling both in terms of increased classification accuracy and being able to describe relationships between variables measured at different scales. This can provide tools to predict high-resolution properties from coarser resolution properties. Of particular concern in the establishment of statistical relationships is the quantification of what is lost in precision at various resolutions and the associated uncertainty. The potential of using multi-scale classifiers will also depend on the level of detail needed for the application, and might be related to the typical size of the structures one wants to identify in the images. Even simple resampling of the coarsest resolution to the finest resolution, followed by classification using a multi-sensor classifier, can help improve the classification result. The gain obtained by using a classifier that explicitly models the data at different scales depends not only on the set of classes used but also on the regions used to train and test the classifier. For scenes with a high level of detail, for example, in urban scenes, the performance gain might be large. However, it depends also on how the classifier performance is evaluated. If the regions used for testing the classifier are well inside homogeneous regions and not close to other classes, the difference in performance in terms of overall classification accuracy might not be large, but visual inspection of the level of detail in the classified images can reveal the higher level of detail. A summary of multi-scale classification approaches is given in Table 11.4.



11.7



Concluding Remarks



A number of different approaches for data fusion in remote-sensing applications have been presented in the literature. A prerequisite for data fusion is that the data are coregistered and geometrically and radiometrically corrected. In general, there is no consensus on which multi-source or multi-temporal classification approach works best. Different studies and comparisons report different results. There is still a need for a better understanding on which methods are most suited to different applications types, and also broader comparison studies. The best level and methodology for a given remote-sensing application depends on several factors: the complexity of the
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classification problem, the available data set, the number of sensors involved, and the goal of the analysis. Some guidelines for selecting the methodology and architecture for a given fusion task are given below. 11.7.1



Fusion Level



Decision-level fusion gives best control and allows weighting the influence of each sensor. Pixel-level fusion can be suited for simple analysis, for example, fast unsupervised change detection. 11.7.2



Selecting a Multi-Sensor Classifier



If decision-level fusion is selected, three main approaches for fusion should be considered: the statistical approach, neural networks, or evidence theory. A hybrid approach can also be used to combine these approaches. If the sources are believed to provide data of different quality, weighting schemes for consensus combination of the sensor-specific classifiers should be considered. 11.7.3



Selecting a Multi-Temporal Classifier



To find the best classification strategy for a multi-temporal data set, the complexity of the class separation problem must be considered in light of the available data set. If the classes are difficult to separate, it might be necessary to use methods for characterizing the temporal trajectory of signatures. For pixel-level classification of multi-temporal imagery, the direct multi-date classification approach can be used. If specific knowledge about certain types of changes needs to be modeled, Markov chain and Markov random field approaches or cascade classifiers should be used. 11.7.4



Approaches for Multi-Scale Data



Multi-scale images can either be resampled to a common resolution or a classifier with implicit modeling of the relationship between the different scales can be used. For classification problems involving small or detailed structures (e.g., urban areas) or heteorogeneous sources, the latter is recommended.
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12.1



Introduction



In this chapter, we introduce the Hermite transform (HT) as an efficient tool for remotesensing image processing applications. The HT is an image representation model that mimics some of the more important properties of human visual perception, namely the local orientation analysis and the Gaussian derivative model of early vision. We limit our discussion to the cases of noise reduction and image fusion. However many different applications can be tackled within the scheme of direct-inverse HT. It is generally acknowledged that visual perception models must involve two major processing stages: (1) initial measurements and (2) high-level interpretation. Fleet and Jepson [1] pointed out that the early measurement is a rich encoding of image structure in terms of generic properties from which structures that are more complex are easily detected and analyzed. Such measurement processes should be image-independent and require no previous or concurrent interpretation. Unfortunately, it is not known what primitives are necessary and sufficient for interpretation or even identification of meaningful features. However, we know that, for image processing purposes, linear operators that exhibit special kind of symmetries related to translation, rotation, and magnification are of particular interest. A family of generic neighborhood operators fulfilling these 273
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requirements is that formed by the so-called Gaussian derivatives [2]. These operators have long been used in computer vision for feature extraction [3,4], and are relevant in visual system modeling [5]. Formal integration of these operators is achieved in the HT introduced first by Martens [6,7], and recently reformulated as a multi-scale image representation model for local orientation analysis [8,9]. This transform can take many alternative forms corresponding to different ways of coding local orientations in the image. Young showed that Gaussian derivatives model the measured receptive field data more accurately than the Gabor functions do [10]. Like the receptive fields, both Gabor functions and Gaussian derivatives are spatially local and consist of alternating excitatory and inhibitory regions within a decaying envelope. However, the Gaussian derivative analysis is found to be more efficient because it takes advantage of the fact that Gaussian derivatives comprise an orthogonal basis if they belong to the same point of analysis. Gaussian derivatives can be interpreted as local generic operators in a scale-space representation described by the isotropic diffusion equation [2]. In a related work, the Gaussian derivatives have been interpreted as the product of Hermite polynomials and a Gaussian window [6], where windowed images are decomposed into a set of Hermite polynomials. Some mathematical models based on these operators at a single spatial scale have been described elsewhere [6,11]. In the case of the HT, it has been extended to the multi-scale case [7–9], and has been successfully used in different applications such as noise reduction [12], coding [13], and motion estimation for the case of image sequences [14]. Applications to local orientation analysis are a major concern in this chapter. It is well known that local orientation estimation can be achieved by combining the outputs from polar separable quadrature filters [15]. Freeman and Adelson developed a technique to steer filters by linearly combining basis filters oriented at a number of specific directions [16]. The possibilities are, in fact, infinite because the set of basis functions required to steer a function is not unique [17]. The Gaussian derivative family is perhaps the most common example of such functions. In the first part of this chapter we introduce the HT as an image representation model, and show how local analysis can be achieved from a steered HT. In the second part we build a noise-reduction algorithm for synthetic aperture radar (SAR) images based on the steered HT that adapts to the local image content and to the multiplicative nature of speckle. In the third section, we fuse multi-spectral and panchromatic images from the same satellite (Landsat ETMþ) with different spatial resolutions. In this case we show how the proposed method improves spatial resolution and preserves the spectral characteristics, that is, the biophysical variable interpretation of the original images remains intact. Finally, we fuse SAR and multi-spectral Landsat ETMþ images, and show that in this case spatial resolution is also improved while spectral resolution is preserved. Speckle reduction in the SAR image is achieved, along with image fusion, within the analysis– synthesis process of the fusion scheme. Both fusion and speckle-reduction algorithms are based on the detection of relevant image structures (primitives) during the analysis stage. For this purpose, Gaussianderivative filters at different scales can be used. Local orientation is estimated so that the transform can be rotated at every position of the analysis window. In the case of noise reduction, transform coefficients are classified based on structure dimensionality and energy content so that those belonging to speckle are discarded. With a similar criterion, transform coefficients from different image sources are classified to select coefficients from each image that contribute to synthesize the fused image.
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The Hermite Transform The Hermite Transform as an Image Representation Model



The HT [6,7] is a special case of polynomial transform. It can be regarded as an image description model. Firstly, windowing with a local function v(x, y) takes place at several positions over the input image. Next, local information at every analysis window is expanded in terms of a family of orthogonal polynomials. The polynomials Gm,nm(x, y) used to approximate the windowed information are determined by the analysis window function and satisfy the orthogonal condition: þ1 ð þ1 ð



v2 (x, y)Gm,nm (x, y)Gl,kl (x, y) dx dy ¼ dnk dml



(12:1)



1 1



for n, k ¼ 0, . . . , 1; m ¼ 0, . . . , n; l ¼ 0, . . . , k; where dnk denotes the Kronecker function. Psychophysical insights suggest using a Gaussian window function, which resembles the receptive field profiles of human vision, that is, v(x, y) ¼



  1 (x2 þ y2 ) exp  2ps2 2s2



(12:2)



The Gaussian window is separable into Cartesian coordinates; it is isotropic, thus it is rotationally invariant and its derivatives are good models of some of the more important retinal and cortical cells of the human visual system [5,10]. In the case of a Gaussian window function, the associated orthogonal polynomials are the Hermite polynomials [18]: x y 1 Gnm, m (x, y) ¼ pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ Hnm Hm s s 2n (n  m)!m!



(12:3)



where Hn(x) denotes the nth Hermite polynomial. The original signal L(x, y), where (x, y) are the pixel coordinates, is multiplied by the window function v(x  p, y  q), at positions ( p, q) that conform the sampling lattice S. Through replication of the window function P over the sampling lattice, a periodic weighting function is defined as W(x, y) ¼ v(x  p, y  q). This weighting function ðp,qÞ2S



must be different from zero for all coordinates (x, y), then: L(x, y) ¼



X 1 L(x, y)v(x  p, y  q) W(x, y) ðp,qÞ2S



(12:4)



The signal content within every window function is described as a weighted sum of polynomials Gm,nm(x, y) of m degree in x and n  m in y. In a discrete implementation, the Gaussian window function may be approximated by the binomial window function, and in this case, its orthogonal polynomials Gm,nm(x, y) are known as the Krawtchouck polynomials.
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In either case, the polynomial coefficients Lm,nm(p, q) are calculated by convolution of the original image L(x, y) with the function filter Dm,nm(x, y) ¼ Gm,nm(x, y) v2(x, y) followed by subsampling at positions (p, q) of the sampling lattice S, i.e.,



Lm, nm (p, q) ¼



þ1 ð ð þ1



L(x, y)Dm,nm (x  p, y  q) dx dy



(12:5)



1 1



For the case of the HT, it can be shown [18] that the filter functions Dm,nm(x, y) correspond to Gaussian derivatives of order m in x and n  m in y, in agreement with the Gaussian derivative model of early vision [5,10]. The process of recovering the original image consists of interpolating the transform coefficients with the proper synthesis filters. This process is called an inverse polynomial transform and is defined by ^(x, y) ¼ L



1 X n X X



Lm,nm (p, q)Pm,nm (x  p, y  q)



(12:6)



n¼0 m¼0 (p, q)2S



The synthesis filters Pm,nm(x, y) of order m and n  m are defined by Pm,nm (x, y) ¼



Gm, nm (x, y)v(x, y) W(x, y)



for m ¼ 0, . . . , n



and



n ¼ 0, . . . , 1:



Figure 12.1 shows the analysis and synthesis stages of a polynomial transform. Figure 12.2 shows a HT calculated on a satellite image. To define a polynomial transform, some parameters have to be chosen. First, we have to define the characteristics of the window function. The Gaussian window is the best option from a perceptual point of view and from the scale-space theory. Other free parameters are the size of the Gaussian window spread (s) and the distance between adjacent window positions (sampling lattice). The size of the window functions must be related to the spatial scale of the image structures that are to be analyzed. Fine local changes are better detected with small windows, but on the contrary, representation of low-resolution objects needs large windows. To overcome this compromise, multi-resolution representations are a good alternative. For the case of the HT, a multi-resolution extension has recently been proposed [8,9].
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FIGURE 12.1 Analysis and synthesis with the polynomial transform.
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(b) FIGURE 12.2 (a) Hermite transform calculated on a satellite image. (b) Diagram showing the coefficient orders. Diagonals depict pﬃﬃﬃ zero-order coefficients (n ¼ 0), first-order coefficients (n ¼ 1), etc. Gaussian window with spread s ¼ 2 and subsampling d ¼ 4 was used.



12.2.2



The Steered Hermite Transform



The HT has the advantage that high-energy compaction can be obtained through adaptively steering the transform [19]. The term steerable filters describes a set of filters that are rotated copies of each other, and a copy of the filter in any orientation which is then constructed as a linear combination of a set of basis filters. The steering property of the Hermite filters can be considered because the filters are products of polynomials with a radially symmetric window function. The N þ 1 Hermite filters of Nth-order form a steerable basis for each individual filter of order N. Based on the steering property, the Hermite filters at each position in the image adapt to the local orientation content. This adaptability results in significant compaction. For orientation analysis purposes, it is convenient to work with a rotational version of the HT. The polynomial coefficients can be computed through a convolution of the image with the filter functions Dm(x)Dnm(y); the properties of the filter functions are separable in spatial and polar domains and the Fourier transform of the filter functions are expressed in polar coordinates considering vx ¼ v cos u and vy ¼ v sin u, dm (vx )dnm (vy ) ¼ gm,nm (u)  dn (v)



(12:7)



where dn(v) is the Fourier transform for each filter function, and the radial frequency of the filter function of the nth order Gaussian derivative is given by   1 dn (v) ¼ pﬃﬃﬃﬃﬃﬃﬃﬃﬃ (  jvs)n exp (vs)2 =4 n 2 n!



(12:8)



and the orientation selectivity of the filter is expressed by sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ  ﬃ n cosm u  sinnm u gm,nm (u) ¼ m



(12:9)
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In terms of orientation frequency functions, this property of the Hermite filters can be expressed by gm,nm (u  u0 ) ¼



n X



cnm, k (u0 )gnk, k (u)



(12:10)



k¼0 n where cm,k (u0) is the steering coefficient. The Hermite filter rotation at each position over the image is an adaptation to local orientation content. Figure 12.3 shows the directional Hermite decomposition over an image. First a HT was applied and then the coefficients of this transform were rotated towards the local estimated orientation, according to a maximum oriented energy criterion at each window position. For local 1D patterns, the steered HT provides a very efficient representation. This representation consists of a parameter u, indicating the orientation of the pattern, and a small number of coefficients, representing the profile of the pattern perpendicular to its orientation. For a 1D pattern with orientation u, the following relation holds: 8 n 0



For such a pattern, steering over u results in a compaction of energy into the coefficients Lun,0, while all other coefficients are set to zero. The energy content can be expressed through the Hermite coefficients (Parseval Theorem) as E1 ¼



1 X n X



½Lnm, m 2



(12:12)



n¼0 m¼0



The energy up to order N, EN is defined as the addition of all squared coefficients up to N order.



FIGURE 12.3 Steered Hermite transform. (a) Original coefficients. (b) Steered coefficients. It can be noted that most coefficient energy is concentrated on the upper row.
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The steered Hemite transform offers a way to describe 1D patterns on the basis of their orientation and profile. We can differentiate 1D energy terms and 2D energy terms. That is, for each local signal we have E1D N (u) ¼



N  X



2 Lun, 0 ,



(12:13)



n¼1



E2D N (u) ¼



N X n  X



Lunm, m



2



(12:14)



n¼1 m¼1



12.3



Noise Reduction in SAR Images



The use of SAR images instead of visible and multi-spectral images is becoming increasingly popular, because of their capability of imaging even in the case of cloud-covered remote areas In addition to the all-weather capacity, there are several well-known advantages of SAR data over other imaging systems [20]. Unfortunately, the poor quality of SAR images makes it very difficult to perform direct information extraction tasks. Even more, the incorporation of external reference data (in-situ measurements) is frequently needed to guaranty a good positioning of the results. Numerous filters have been proposed to remove speckle in SAR imagery; however, in most cases and even in the most elegant approaches, filtering algorithms have a tendency to smooth speckle as well as information. For numerous applications, low-level processing of SAR images remains a partially unsolved problem. In this context, we propose a restoration algorithm that adaptively smoothes images. Its main advantage is that it retains subtle details. The HT coefficients are used to discriminate noise from relevant information such as borders and lines in a SAR image. Then an energy mask containing relevant image locations is built by thresholding the first-order transform coefficient energy E1: E1 ¼ 2 2 L0,1 þ L1,0 where L0,1 and L1,0 are the first-order coefficients of the HT. These coefficients are obtained by convolving the original image with the first-order derivatives of a Gaussian function, which are known to be quasi-optimal edge detectors [21]; therefore, the first-order energy can be used to discriminate edges from noise by means of a threshold scheme. The optimal threshold is set considering two important characteristics of SAR images. First, one-look amplitude SAR images have a Rayleigh distribution and the signal-tonoise ratio (SNR) is approximately 1.9131. Second, in general, the SNR of multi-look SAR pﬃﬃﬃﬃ images does not change over the whole image; furthermore, SNRNlooks ¼ 1.9131 N , which yields for a homogeneous region l: sl ¼



m1 pﬃﬃﬃﬃ 1:9131 N



(12:15)



where sl is the standard deviation of the region l, ml is its mean value, and N is the number of looks of the image. The first-order coefficient noise variance in homogeneous regions is given by s2 ¼ as2l ,



(12:16)
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a ¼ jRL (x, y)  D1, 0 (x, y)  D1, 0 ( x,  y)jx¼y¼0 RL is the normalized autocorrelation function of the input noise, and D1,0 is the filter used to calculate the first-order coefficient. Moreover, the probability density function (PDF) of L1,0 and L0,1 in uniform regions can be considered Gaussian, according to the Central Limit Theorem, then, the energy PDF is exponential:   1 E1 P(E1 ) ¼ 2 exp  2 2s 2s



(12:17)



Finally, the threshold is fixed: 



 1 T ¼ 2 ln s2 PR



(12:18)



where PR is the probability (percentage) of noise left on the image and will be set by the user. A careful analysis of this expression reveals that this threshold adapts to the local content of the image since Equation 12.15 and Equation 12.16 show the dependence of s on the local mean value ml, the latter being approximated by the Hermite coefficient L00. With the locations of relevant edges detected, the next step is to represent these locations as one-dimensional patterns. This can be achieved by steering the HT as described in the previous section so that the steering angle u is determined by the local u edge orientation. Next, only coefficients Ln,0 are preserved, all others are set to zero. In summary, the noise reduction strategy consists of classifying the image in either zero-dimensional patterns consisting of homogeneous noisy regions, or one-dimensional patterns containing noisy edges. The former are represented by the zeroth order coefficient, that is, the local mean value, and the latter by oriented 1D Hermite coefficients. When an inverse HT is performed over these selected coefficients, the resulting synthesized image consists of noise-free sharp edges and smoothed homogeneous regions. Therefore the denoised image preserves sharpness and thus, image quality. Some speckle remains in the image because there is always a compromise between the degree of noise reduction and the preservation of low-contrast edges. The user controls the balance of this compromise by changing the percentage of noise left PR on the image according to Equation 12.18. Figure 12.4 shows the algorithm for noise reduction, and Figure 12.5 through Figure 12.8 show different results of the algorithm.



12.4



Fusion Based on the Hermite Transform



Image fusion has become a useful tool to enhance information provided by two or more sensors by combining the most relevant features of each image. A wide range of disciplines including remote sensing and medicine have taken advantage of fusion techniques, which in recent years have evolved from simple linear combinations to sophisticated methods based on principal components, color models, and signal transformations
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FIGURE 12.5 Left: Original SAR AeS-1 image. Right: Image after noise reduction.



among others [22–25]. Recently, multi-resolution techniques such as image pyramids and wavelet transforms have been successfully used [25–27]. Several authors have shown that, for image fusion, the wavelet transform approach offers good results [1,25,27]. Comparisons of Mallat’s and ‘‘a` trous’’ methodologies have been studied [28]. Furthermore, multi-sensor image fusion algorithms based on intensity modulation have been proposed for SAR and multi-band optical data fusion [29]. Information in the fused image must lead to improved accuracy (from redundant information) and improved capacity (from complementary information). Moreover, from a visual perception point of view, patterns included in the fused image must be perceptually relevant and must not include distracting artifacts. Our approach aims at analyzing images by means of the HT, which allows us to identify perceptually relevant patterns to be included in the fusion process while discriminating spurious artifacts. The steered HT has the advantage of energy compaction. Transform coefficients are selected with an energy compaction criterion from the steered Hermite transform;



FIGURE 12.6 Left: Original SEASAT image. Right: Image after noise reduction.
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FIGURE 12.7 Left: Original ERS1 image. Right: Image after noise reduction.



therefore, it is possible to reconstruct an image with few coefficients and still preserve details such as edges and textures. The general framework for fusion through HT includes five steps: (1) HT of the image. (2) Detection of maximum energy orientation with the energy measure E1D N (u) at each window position. In practice, one estimator of the optimal orientation u can be obtained through tan(u) ¼ L0,1/L1,0, where L0,1 and L1,0 are the first-order HT coefficients. (3) Adaptive steering of the transform coefficients, as described in previous sections. (4) Coefficient selection based on the method of verification of consistency [27]. This selection rule uses the maximum absolute value within a 5  5 window over the image (area of activity). The window variance is computed and used as a measurement of the activity associated with the central pixel of the window. In this way, a significant value indicates the presence of a dominant pattern in the local area. A map of binary decision is then



FIGURE 12.8 Left: Original ERS1 image. Right: Image after noise reduction.



C.H. Chen/Image Processing for Remote Sensing



66641_C012 Final Proof



page 284 3.9.2007 2:10pm Compositor Name: JGanesan



Image Processing for Remote Sensing



284



q Image 1



Fused image



Image 2



q Inverse transform



Coefficient selection HT Local rotation



HT FIGURE 12.9 Fusion scheme with the Hermite transform.



created for the registry of the results. This binary map is subjected to consistency verification. (5) The final step of the fusion is the inverse transformation from the selected coefficients and their corresponding optimal u. Figure 12.9 shows a simplified diagram of this method.



12.4.1



Fusion Scheme with Multi-Spectral and Panchromatic Images



Our objective of image fusion is to generate synthetic images with a higher resolution that attempts to preserve the radiometric characteristics of the original multi-spectral data. It is desirable that any procedure that fuses high-resolution panchromatic data with low-resolution multi-spectral data preserves, as much as possible, the original spectral characteristics. To apply this image fusion method, it is necessary to resample the multi-spectral images so that their pixel size is the same as that of the panchromatic image’s. The steps for fusing multi-spectral and panchromatic images are as follows: (1) Generate new panchromatic images, whose histograms match those of each band of the multispectral image. (2) Apply the HT with local orientation extraction and detection of maximum energy orientation. (3) Select the coefficients based on the method of verification of consistency. (4) Inverse transformation with the optimal u resulting from the selected coefficient set. This process of fusion is depicted in Figure 12.10.
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FIGURE 12.10 Hermite transform fusion for multi-spectral and panchromatic images.
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Experimental Results with Multi-Spectral and Panchromatic Images



The proposed fusion scheme with multi-spectral images has been tested on optical data. We fused multi-spectral images from Landsat ETMþ (30 m) with its panchromatic band (15 m). We show in Figure 12.11 how the proposed method can help improve spatial resolution. To evaluate the efficiency of the proposed method we calibrate the images so that digital values are transformed to reflectance values. Calibrated images were compared before and after fusion, by means of the Tasselep cap transformation (TCT) [30–32]. The TCT method is reported in [33]. The TCT transforms multi-spectral spatial values to a new domain based on biophysical variables, namely brightness, greenness, and a third component of the scene under study. It is deduced that the brightness component is a weighted sum of all the bands, based on the reflectance variation of the ground. The greenness component describes the contrast between near-infrared and visible bands with the mid-infrared bands. It is strongly related to the amount of green vegetation in the scene. Finally, the third component gives a measurement of the humidity content of the ground. Figure 12.12 shows the brightness, greenness, and third components obtained from HT fusion results. The TCT was applied to the original multi-spectral image, the HT fusion result, and principal component analysis (PCA) fusion method. To understand the variability of TCT results on the original, HT fusion and PCA fusion images, the greenness, and brightness components were compared. The greenness and brightness components define the plane of vegetation in ETMþ data. These results are displayed in Figure 12.13. It can be noticed that, in the case of PCA, the brightness and greenness content differs considerably from the original image, while in the case of HT they are very similar to the original ones. A linear regression analysis of the TCT components (Table 12.1) shows that the brightness and greenness components of the HT-fused image present a high linear correlation with the original image values. In other words, the biophysical properties of multi-spectral images are preserved when using the HT for image fusion, in contrast to the case of PCA fusion.



FIGURE 12.11 (a) Original Landsat 7 ETMþ image of Mexico city (resampled to 15 m to match geocoded panchromatic), (b) Resulting image pﬃﬃﬃ of ETMþ and panchromatic band fusion with Hermite transform (Gaussian window with spread s ¼ 2 and window spacing T ¼ 4) (RGB composition 5–4–3).
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FIGURE 12.12 (a) Brightness, (b) greenness, and (c) third component in Hermite transform in a fused image.



12.4.3



Fusion Scheme with Multi-Spectral and SAR Images



In the case of SAR images, the characteristic noise, also known as speckle, imposes additional difficulties to the problem of image fusion. In spite of this limitation, the use of SAR images is becoming more popular due to their immunity to cloud coverage. Speckle removal, as described in previous section, is therefore a mandatory task in fusion (b)
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FIGURE 12.13 (See color insert following page 240.) Greenness versus brightness, (a) original multi-spectral, (b) HT fusion, (c) PCA fusion.
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TABLE 12.1 Linear Regression Analysis of TCT Components: Correlation Factors of Original Image with HT Fusion and PCA Fusion Images



Correlation factor



Brightness (Original/HT)



Brightness (Original/PCA)



Greenness (Original/HT)



Greenness (Original/PCA)



Third Component (Original/HT)



Third Component (Original/PCA)



1.00



0.93



0.99



0.98



0.97



0.94



applications involving SAR imagery. The HT allows us to achieve both noise reduction and image fusion. It is easy to figure out that local orientation analysis for the purpose of noise reduction can be combined with image fusion in a single direct-inverse HT scheme. Figure 12.14 shows the complete methodology to reduce noise and fuse Landsat ETMþ with SAR images.



12.4.4



Experimental Results with Multi-Spectral and SAR Images



We fused multi-sensor images, namely SAR Radarsat (8 m) and multi-spectral Landsat ETMþ (30 m), with the HT and showed that in this case too spatial resolution was improved while spectral resolution was preserved. Speckle reduction in the SAR image was achieved, along with image fusion, within the analysis–synthesis process of the fusion scheme proposed. Figure 12.15 shows the result of panchromatic and SAR image HT fusion including speckle reduction. Figure 12.16 illustrates the result of multi-spectral and SAR image HT fusion. No significant distortion in the spectral and radiometric information is detected. A comparison of the TCT of the original multi-spectral image and the fused image can be seen in Figure 12.17. There is a variation between both plots; however, the vegetation
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FIGURE 12.14 Noise reduction and fusion for multi-spectral and SAR images.
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(a)



(b)



(c)



FIGURE 12.15 (a) Radarsat image with speckle (1998). (b) Panchromatic Landsat-7 ETMþ (1998). (c) Resulting image fusion with noise reduction.
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FIGURE 12.16 (See color insert following page 240.) (a) Original multi-spectral. (b) Result of ETMþ and Radarsat image fusion with HT (Gaussian window with pﬃﬃﬃ spread s ¼ 2 and window spacing d ¼ 4) (RGB composition 5–4–3).
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FIGURE 12.17 (See color insert following page 240.) Greenness versus brightness: (a) original multi-spectral, (b) LANDSAT–SAR fusion with HT.
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FIGURE 12.18 Left: Original first principal component of a 25 m resolution LANDSAT TM5 image. Right: Result of fusion with SAR AeS-1 denoised image of Figure 12.5.



plane remains similar, meaning that the fused image still can be used to interpret biophysical properties. Another fusion result is displayed in Figrue 12.18. In this case, the 5 m resolution SAR AeS-1 denoised image displayed on right side of Figure 12.5 is fused with its corresponding 25 m resolution LANDSAT TM5 image. Multi-spectral bands were analyzed with principal components. The first component is shown on the left in Figure 12.18. Fusion of the latter with the SAR AeS-1 image is shown on the right. Note the resolution improvement of the fused image in comparison with the LANDSAT image.



12.5



Conclusions



In this chapter the HT was introduced as an efficient image representation model that can be used for noise reduction and fusion in remote perception imagery. Other applications such as coding and motion estimation have been demonstrated in related works [13,14]. In the case of noise reduction in SAR images, the adaptive algorithm presented here allows us to preserve image sharpness while smoothing homogeneous regions. The proposed fusion algorithm based on the HT integrates images with different spatial and spectral resolutions, either from the same or different image sensors. The algorithm is intended to preserve both the highest spatial and spectral resolutions of the original data. In the case of ETMþ multi-spectral and panchromatic image fusion, we demonstrated that the HT fusion method did not lose the radiometric properties of the original multispectral image; thus, the fused image preserved biophysical variable interpretation. Furthermore, the spatial resolution of the fused images was considerably improved. In the case of SAR and ETMþ image fusion, spatial resolution of the fused image was also improved, and we showed for this case how noise reduction could be incorporated within the fusion scheme. These algorithms present several common features, namely, detection of relevant image primitives, local orientation analysis, and Gaussian derivative operators, which are common to some of the more important characteristics of the early stages of human vision.
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The algorithms presented here are formulated in a single spatial scale scheme, that is, the Gaussian window of analysis is fixed; however, multi-resolution is also an important characteristic of human vision and has also proved to be an efficient way to construct image processing solutions. Multi-resolution image processing algorithms are straightforward to build from the HT by means of hierarchical pyramidal structures that replicate, at each resolution level, the analysis–synthesis image processing schemes proposed here. Moreover, a formal approach to the multi-resolution HT for local orientation analysis has been recently developed, clearing the way to propose new multi-resolution image processing tasks [8,9].
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13.1



Introduction



Satellite radar systems have an important ability to observe the Earth’s surface, independent of cloud and light conditions. This property of satellite radars is particularly 293
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useful in high latitude regions, where harsh weather conditions and the polar night restrict the use of optical sensors. Regular observations of sea ice using space-borne radars started in 1983 when the Russian OKEAN side looking radar (SLR) system became operational. The wide swath (450 km) SLR images of 0.7–2.8 km spatial resolution were used to support ship transportation along the Northern Sea Route and to provide ice information to facilitate other polar activities. Sea ice observation using high-resolution synthetic aperture radar (SAR) from satellites began with the launch of Seasat in 1978, which operated for only three months, and continued with ERS from 1991, RADARSAT from 1996, and ENVISAT from 2002. Satellite SAR images with a typical pixel size of 30 m to 100 m, allow observation of a number of sea ice parameters such as floe parameters [1], concentration [2], drift [3], ice type classification [4,5,6], leads [7], and ice edge processes. RADARSAT wide swath SAR images, providing enlarged spatial coverage, are now in operation at several sea ice centers [8]. The ENVISAT advanced SAR (ASAR) operating at several imaging modes, including single polarization wide swath (400 km) and alternating polarization narrow swath (100 km) modes can improve the classification of several ice types and open water (OW) using dual polarization images. Several methods for sea ice classification have been developed and tested [9–11]. The straightforward and physically plausible approach is based on the application of sea ice microwave scattering models for the inverse problem solution [12]. This is, however, a difficult task because the SAR signature depends on many sea ice characteristics [13]. A common approach in classification is to use empirically determined sea ice backscatter coefficients obtained from field campaigns [14,15]. Classical statistical methods based on Bayesian theory [16] are known to be optimal if the form of the probability density function (PDF) is known and can be parameterized in the algorithm. A Bayesian classifier, developed at the Alaska SAR Facility (ASF) [4], assumes a Gaussian distribution of sea ice backscatter coefficients [17]. Utilization of backscatter coefficients only, limits the number of ice classes that can be distinguished and decreases the accuracy of classification because backscatter coefficients of several sea ice types and OW overlap significantly [18]. Incorporation of other image features with a non-Gaussian distribution requires modeling of the joint PDF of features from different sensors, which is difficult to achieve. The classification errors can be grouped into two categories: (1) labeling inconsistencies and (2) classification-induced errors [19]. The errors in the first group are due to mixed pixels, transition zones between different ice regimes, temporal change of physical properties, sea ice drift, within-class variability, and limited training and test data sets. The errors in the second group are errors induced by the classifier. These errors can be due to the selection of an improper classifier for the given problem, its parameters, learning algorithms, input features, etc.—the problems traditionally considered within pattern recognition and classification domains. Fusion of data from several observation systems can greatly reduce errors in labeling inconsistency. These can be satellite and aircraft images obtained at different wavelengths and polarizations, data in cartographic format represented by vectors and polygons (i.e., bathymetry profiles, currents, meteorological information), and expert knowledge. Data fusion can improve the classification and extend the use of the algorithms to larger geographical areas and several seasons. Data fusion can be done using statistical methods, the theory of belief functions, fuzzy logic and fuzzy set theory, neural networks, and expert systems [20]. Some of these methods have been successfully applied to sea ice classification [21]. Haverkamp et al. [11] combined a number of SAR-derived sea ice parameters and expert geophysical knowledge in the rule-based expert system. Beaven [22] used a combination of ERS-1 SAR and special sensor microwave/imager (SSM/I) data to improve estimates of ice concentration after the onset of freeze-up. Soh and Tsatsoulis [23] used information from various data sources in a new fusion process
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based on Dempster–Shafer belief theory. Steffen and Heinrichs [24] merged ERS SAR and Landsat thematic mapper data using a maximum likelihood classifier. These studies demonstrated the advantages that can be gained by fusing different types of data. However, there is still forthcoming work to compare different sea sensor data fusion algorithms and assess their performances using ground-truth data. In this study we investigate and analyze the performance of an artificial neural network model applied for sea ice classification and compare its performance with the performance of the linear discriminant analysis (LDA) based algorithm. Artificial neural network models received high attention during the last decades due to their ability to approximate complex input–output relationships using a training data set, perform without any prior assumptions on the statistical model of the data, generalize well on the new, previously unseen data (see Ref. [25] and therein), and be less affected by noise. These properties make neural networks especially attractive for the sensor data fusion and classification. Empirical comparisons of neural network–based algorithms with the standard parametric statistical classifiers [26,27] showed that the neural network model, being distribution free, can outperform the statistical methods on the condition that a sufficient number of representative training samples is presented to the neural network. It also avoids the problem of determining the amount of influence a source should have in the classification [26]. Standard statistical parametric classifiers require a statistical model and thus work well when the used statistical model (usually multivariate normal) is in good correspondence with the observed data. There are not many comparisons of neural network models with nonparametric statistical algorithms. However, there are some indications that these algorithms can work at least as well as neural network approaches [28]. Several researchers proposed neural network models for sea ice classification. Key et al. [29] applied a backpropagation neural network to fuse the data of two satellite radiometers. Sea ice was among 12 surface and cloud classes identified on the images. Hara et al. [30] developed an unsupervised algorithm that combines learning vector quantization and iterative maximum likelihood algorithms for the classification of polarimetric SAR images. The total classification accuracy, estimated using three ice classes, comprised 77.8% in the best case (P-band). Karvonen [31] used a pulse-coupled neural network for unsupervised sea ice classification in RADARSAT SAR images. Although these studies demonstrated the usefulness of neural network models when applied to sea ice classification, the algorithms still need to be extensively tested under different environmental conditions using ground-truth data. It is unclear whether neural network models outperform traditional statistical classifiers and generalize well on the test data set. It is also unclear which input features and neural network structure should be used in classification. This study analyzes the performance of a multi-sensor data fusion algorithm based on a multi-layer neural network also known as multi-layer perceptron (MLP) applied for sea ice classification. The algorithm fuses three different types of satellite images: ERS, RADARSAT SAR, and low-resolution visible images; each type of data carries unique information on sea ice properties. The structure of the neural network is optimized for the sea ice classification using a pruning method that removes redundant connections between neurons. The analysis presented in this study consists of the following steps: Firstly, we use a set of in situ sea ice observations to estimate the contribution of different sensor combinations to the total classification accuracy. Secondly, we evaluate the positive effect of SAR image texture features included in the ice classification algorithm, utilizing only tonal image information. Thirdly, we verify the performance of the classifier by comparing it with the performance of the standard statistical approach. As a benchmark, and for comparison, we use an LDA-based algorithm [6] that resides in an intermediate position
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between parametric and nonparametric algorithms such as the K-nearest-neighbor classifier. Finally, the whole image area is classified and analyzed to give additional evidence of the generalization properties of the classifier; and the results of automatic classification are compared with manually prepared classification maps. In the following sections we describe the multi-sensor image sets used and the in situ data (Section 13.2), the MLP and LDA-based classification algorithms (Section 13.3), and finally discuss the results of our experiments in Section 13.4.



13.2 13.2.1



Data Sets and Image Interpretation Acquisition and Processing of Satellite Images



In our experiments, we used a set of spatially overlapping ERS-2 SAR low-resolution images (LRI), RADARSAT Scan SAR Wide beam mode image, and Meteor 3/5 TV optical image, acquired on April 30, 1998. The characteristics of the satellite data are summarized in Table 13.1. The RADARSAT Scan SAR scene and the corresponding fragment of the Meteor image, covering a part of the coastal Kara Sea with the Ob and Yenisey estuaries, are shown in Figure 13.1. ERS SAR image has the narrowest swath width (100 km) among the three sensors. Thus the size of the image fragments (Figure 13.2) used for fusion is limited by the spatial coverage of the two ERS SAR images available for the study shown in Figure 13.2a. The images contain various stages and forms of first year, young, and new ice. The selection of test and training regions in the images is done using in situ observations made onboard the Russian nuclear icebreaker ‘‘Sovetsky Soyuz,’’ which sailed through the area as shown in Figure 13.1a by a white line. Compressed SAR images were transmitted to the icebreaker via INMARSAT in near realtime and were available onboard for ice navigation. The satellite images onboard enabled direct identification of various sea ice types observed in SAR images and verification of their radar signatures. The SAR data were received and processed into images at Kongsberg Satellite Services in Tromsø, Norway. The ScanSAR image is 500 km wide and has 100 m spatial resolution (Table 13.1), which corresponds to a pixel spacing of 50 m. The image was filtered and down-sampled to have the same pixel size (100 m) as the ERS SAR LRI with 200 m spatial resolution (Table 13.1). Further processing includes antenna pattern correction, range spreading loss compensation, and a correction for incidence angle. The resulting pixel TABLE 13.1 The Main Parameters of the Satellite Systems and Images Used in the Study



Sensor RADARSAT Scan SAR Wide beam mode ERS SAR low resolution image (LRI) Meteor-3/5 MR-900 TV camera system



Wavelength and Band



Polarization



Swath Width



Spatial Resolution/ Number of Looks



Range of Incidence Angles



5.66 cm C-band



HH



500 km



100 m 42



208–498



5.66 cm C-band



VV



100 km



200 m 30



208–268



0.5–0.7 mm VIS



Nonpolarized, panchromatic



2600 km



2 km



46.68(left)–46.68 (right-looking)
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(a) E75⬚



E70⬚



E80⬚



E85⬚



N75⬚



N74⬚



N73⬚



N72⬚
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(b) E65⬚



E70⬚



E75⬚



E80⬚



E85⬚



E90⬚



E95⬚



N78⬚



N77⬚



N76⬚



N75⬚



N74⬚



N73⬚



FIGURE 13.1 RADARSAT Scan SAR (a) and Meteor 3/5 TV (b) images acquired on April 30, 1998. The icebreaker route and coastal line are shown. Flaw polynyas are marked by letters A, B, and C.
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FIGURE 13.2 Satellite images used for data fusion: (a) mosaic of ERS-2 SAR images, (b) a part of the RADARSAT Scan SAR image, and (c) a part of Meteor-3/5 TV image (April 30, 1998). Coastal line, fast ice edge [dark lines in (a) and (b)], and ERS image border are overlaid. The letters mark: (A) nilas, new ice, and open water, (B) first-year ice, and (C) young ice.
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value is proportional to the logarithm of the backscatter coefficient. The scaling factor and a fixed offset, normally provided in CEOS radiometric data record, are used to obtain absolute values of the backscatter coefficients (sigma-zero) in decibels [32]. These parameters are not available for the relevant operational quantized 8-bit product, making retrieval of absolute values of sigma-zero difficult. However, in a supervised classification procedure it is important that only relative values of image brightness within a single image and across different images used in classification are preserved. Variations of backscatter coefficients of sea ice in the range direction are relatively large, varying from 4 dB (for dry multi-year ice) to 8 dB (for wet ice) [33], due to the large range of incidence angles from 208 to 498. The range-varying normalization, using empirical dependencies for the first-year (FY) ice dominant in the images, was applied to reduce this effect [33]. The uncompensated radiometric residuals for the other ice types presented in the images increase classification error. The latter effect may be reduced by application of texture and other statistical local parameters, or by restricting the range of incidence angles and training classification algorithms separately within each range. In this study we apply texture features, which depend on relative image values and thus should be less sensitive to the variations of image brightness in range direction. The two ERS SAR LRI (200 m spatial resolution) were processed in a similar way to the RADARSAT image. The image pixel value is proportional to the square root of backscatter coefficients [34], which is different from the RADARSAT pixel value representation where a logarithm function is used. The absolute values of the backscatter coefficients can be obtained using calibration constants provided by the European Space Agency (ESA) [34], but for this study we used only the pixel values derived from the processing described above. The visual image was obtained in the visible spectrum (0.5–0.7 mm) by the MR-900 camera system used onboard the Meteor-3/5 satellite. The swath width of the sensor is 2600 km and the spatial resolution is 2 km. For fusion purposes the coarse image is resampled to the same pixel size as RADARSAT and ERS images. Even though no clouds are observed in the image, small or minor clouds might be present but not visible in the image due to the ice-dominated background. For spatial alignment, the images were georeferenced using corner coordinates and ground control points and then transformed to the universal transverse mercator (UTM) geographical projection. The corresponding pixels of the spatially aligned and resampled images cover approximately the same ice on the ground. Because the images are acquired with time delay reaching 8 h 42 min for RADARSAT—Meteor images (Table 13.2) and several kilometers ice drift occur during this period, a certain mismatch of the ice features in the images are present. This is corrected for as much as possible, but there are still minor errors in the co-location of ice features due to rotation and local convergence or divergence of the drifting ice pack. The fast ice does not introduce this error due to its stationarity.



TABLE 13.2 Satellite Images and In Situ Data Sensor



Date/Time (GMT)



No. of Images



No. of In Situ Observations



RADARSAT Scan SAR ERS-2 SAR Meteor-3 TV camera MR 900



30 April 1998/11:58 30 April 1998/06:39 30 April 1998/03:16



1 3 1



56 25 >56
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Visual Analysis of the Images



The ice in the area covered by the visual image shown in Figure 13.1b mostly consists of thick and medium FY ice of different deformations, identified by a bright signature in the visible image and various grayish signatures in the ScanSAR image in Figure 13.1a. Due to dominant easterly and southeasterly winds in the region before and during the image acquisition, the ice drifted westwards, creating the coastal polynyas with OW and very thin ice, characterized by the dark signatures in the optical image. Over new and young ice types, the brightness of ice in the visual image increases as the ice becomes thicker. Over FY ice types, increases in ice thickness are masked by high albedo snow cover. The coarse spatial resolution of the TV image reduces the discrimination ability of the classifier, which is especially noticeable in regions of mixed sea ice. However, two considerations need to be taken into account: firstly, the texture features computed over the relatively large SAR image regions are themselves characterized by the lower spatial resolution, and secondly, the neural network–based classifier providing nonlinear input–output mapping can theoretically mediate the later affects by combining low and high spatial resolution data. The physical processes of scattering, reflectance, and attenuation of microwaves determine sea ice radar signatures [35]. The scattered signal received depends on the surface and volume properties of ice. For thin, high salinity ice types the attenuation of microwaves in the ice volume is high, and the backscatter signal is mostly due to surface scattering. Multi-year ice characterized by strong volume scattering is usually not observed in the studied region. During the initial stages of sea ice growth, the sea ice exhibits a strong change in its physical and chemical properties [36]. Radar signatures of thin sea ice starting to form at different periods of time and growing under different ambient conditions are very diverse. Polynyas appearing dark in the visual image (Figure 13.1b, regions A, B, and C) are depicted by various levels of brightness in the SAR image in Figure 13.1a. The dark signature of the SAR image in region A corresponds mostly to grease ice formed on the water surface. The low image brightness of grease ice is primarily due to its high salinity and smooth surface, which results in a strong specular reflection of the incident electromagnetic waves. At C-band, this ice is often detectable due to the brighter scattering of adjacent, rougher, OW. Smooth nilas also appears dark in the SAR image but the formation of salt flowers or its rafting strongly increases the backscatter. The bright signature of the polynya in region B could be due to the formation of pancake ice, brash ice, or salt flowers on the surface of the nilas. A common problem of sea ice classification of SAR images acquired at single frequency and polarization is the separation of OW and sea ice, since backscatter of OW changes as a function of wind speed. An example of ice-free polynya can be found in region C in Figure 13.1a where OW and thin ice have practically the same backscatter. This vast polynya (Taimyrskaya), expanding far northeast, can be easily identified in the Meteor TV image in Figure 13.1b, region C, due to its dark signature (RADARSAT SAR image covers only a part of it). As mentioned before, dark signature in the visual image mainly corresponds to the thin ice and OW. Therefore, to some extent, the visual image is complementary to SAR data, enabling separation of FY ice with different surface roughness from thinner sea ice and OW. SAR images, on the other hand, can be used for classification of FY ice of different surface roughness, and separation of thin ice types.



13.2.3



Selection of Training Regions



For supervised classification it is necessary to define sea ice classes and to select in the image training regions for each class. The classes should generally correspond to the



C.H. Chen/Image Processing for Remote Sensing



66641_C013 Final Proof



page 301 3.9.2007 2:08pm Compositor Name: JGanesan



Multi-Sensor Approach to Automated Classification of Sea Ice Image Data



301



TABLE 13.3 Description of the Ice Classes and the Number of Training and Test Feature Vectors for Each Class



Sea Ice Class 1. Smooth first-year ice 2. Medium deformation first-year ice 3. Deformed first-year ice 4. Young ice



5. Nilas 6. Open water



Description Very smooth first-year ice of medium thickness (70–120 cm) Deformed medium and thick (>120 cm) first-year ice, deformation is 2–3 using the 5-grade scale The same as above, but with deformation 3–5 Gray (10–15 cm) and gray–white (15–30 cm) ice, small floes (20–100 m) and ice cake, contains new ice in between floes space Nilas (5–10 cm), grease ice, areas of open water Mostly open water, at some places formation of new ice on water surface



No. of Training Vectors



No. of Test Vectors



150



130



1400



1400



1400



1400



1400



1400



1400



1400



30



26



World Meteorological Organization (WMO) terminology [37], so that the produced sea ice maps can be used in practical applications. WMO defines a number of sea ice types and parameters, but the WMO classification is not necessarily in agreement with the classification that can be retrieved from satellite images. In defining the sea ice classes, we combine some of the ice types into the larger classes based on a priori knowledge of their separation in the images and some practical considerations. For navigation in sea ice it is more important to identify thicker ice types, their deformations, and OW regions. Since microwave backscatter from active radars such as SAR is sensitive to various stages of new and young ice, multi-year FY ice and surface roughness, we have selected the following six sea ice classes for use in the classification: smooth, medium deformation, deformed FY ice, young ice, nilas, and open water OW. From their description given in Table 13.3 it is seen that the defined ice classes contain inclusions of other ice types because it is usually difficult to find ‘‘pure’’ ice types extended over large areas in the studied region. The selected training and test regions for different sea ice classes, overlaid on the RADARSAT SAR image, are shown by the rectangles in Figure 13.3. These are homogeneous areas that represent ‘‘typical’’ ice signatures as known a priori based on the combined analysis of the multi-sensor data set, image archive, bathymetry, meteorological data, and in situ observations. The in situ ice observations from the icebreaker were done along the whole sailing route between Murmansk and the Yenisei estuary. In this study we have mainly used the observations falling into the image fragment used for fusion, or located nearby, as shown in Figure 13.3a. Examples of photographs of various ice types are shown in Figure 13.4.



13.3 13.3.1



Algorithms Used for Sea Ice Classification General Methodology



To assess the improvement of classification accuracy that can be achieved by combining data from the three sensors we trained and tested several classifiers using different combinations of image features stacked in feature vectors. A set of the feature vectors
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FIGURE 13.3 Selection of the training and test regions: (a) fragment of the RADARSAT Scan SAR image (April 30, 1998) with the ship route and the image regions for different ice classes overlaid and (b) enlarged part of the same fragment.



computed for different ice classes is randomly separated into training and test data sets. The smaller dimensionality subsets have been produced from the original data sets containing all features and were used for training and validation of both algorithms in the experiments described below.



13.3.2



Image Features



The SAR image features used for the feature vectors are in three main groups: image moments, gray level co-occurrence matrix (GLCM) texture, and autocorrelation function– based features. These features describe local statistical image properties within a small region of an image. They have been investigated in several studies [6,9,10,38–41] and are in general found to be useful for sea ice classification. A set of the most informative features differs from study to study, and it may depend on several factors including geographical region, ambient conditions, etc. Application of texture usually increases classification accuracy; however, it cannot fully resolve ambiguities between different sea ice types, so that incorporation of other information is required. The texture features are often understood as a description of spatial variations of image brightness in a small image region. Some texture features can be used to describe regular patterns in the region, while others depend on the overall distribution of brightness. Texture has been used for a long time by sea ice image interpreters for visual classification of different sea ice types in radar images. For example, multi-year ice is characterized by a patchy image structure explained by the formation of numerous melting ponds on its surface during summer and then freezing in winter. Another example is the network of bright linear segments corresponding to ridges in the deformed FY ice. The texture depends on the spatial resolution of the radar, the spatial scale of sea ice surface, and volume inhomogeneity. There is currently a lack of information on large-scale sea ice properties, and as a consequence, on mechanisms of texture formation.
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FIGURE 13.4 Photographs of different sea ice types outlining different mechanisms of ice surface roughness formation. (a) Deformed first-year ice. (b) Gray–white ice, presumably formed from congealed pancake ice. (c) Rafted nilas. (d) Pancake ice formed in the marginal ice zone from newly formed ice (grease ice, frazil ice) influenced by surface waves. (e) Frost flowers on top of the first-year ice. (f) Level fast ice (smooth first-year ice).



In supervised classification the texture features are computed over the defined training regions and the classifier is trained to recognize similar patterns in the newly acquired images. Several texture patterns can correspond to one ice class, which implies the existence of several disjointed regions in feature space for the given class. The latter, however, is not observed in our data. The structure of data in the input space is affected by several factors including definition of ice classes, selection of the training regions, and existence of smooth transitions between different textures. In this study the training and test data have been collected over a relatively small geographic area where image and in situ data are overlapped. In contrast to this local approach, the ice texture
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investigation can be carried out using training regions selected over a relatively large geographic area and across different seasons based on visual analysis of images [38]. Selection of ice types that may have several visually distinct textures can facilitate formation of disjointed or complex form clusters in the feature space pertinent for one ice type. Note that in this case MLP should show better results than the LDA-based algorithm. The approach to texture computation is closely related to the classification approach adopted to design multi-season, large geographic area classification system using (1) a single classifier with additional inputs indicating area and season (month number), (2) a set (ensemble) of local classifiers designed to classify ice within a particular region and season, and (3) a multiple classifier system (MCS). The trained classifier presented in this paper can be considered as a member of a set of classifiers, each of which performs a simpler job than a single multi-season, multi-region classifier. The image moments used in this study are mean value, second-, third-, and fourthorder moments, and central moments computed over the distribution of pixel values within a small computation window. The GLCM-based texture features include homogeneity, contrast, entropy, inverse difference moment [42], cluster prominence, and cluster shade. The autocorrelation function–based features are decorrelation lengths computed along 08, 458, and 908 directions. In total, 16 features are used for SAR image classification. Only the mean value was used for the visual image because of its lower spatial resolution. The texture computation parameters are selected experimentally, taking into account the results of previous investigations [6,9,10,38–41]. There are several important parameters that need to be defined for GLCM: (1) the computation window size; (2) the displacement value, also called interpixel distance; (3) the number of quantization levels; and (4) orientation. We took into account that the studied region contains mixed sea ice types, while defining these parameters. With increasing window size and interpixel distance (which is related to the spatial scale of inhomogeneities ‘‘captured’’ by the algorithm), computed texture would be more affected by the composition of ice types within the computational window rather than the properties of ice. Therefore in the hard classification approach adopted here, we selected the smaller window size equal to 55 pixels and interpixel distance equal to 2. This implies that we explore moderate scale ice texture. The use of macro texture information (larger displacement values) or multi-scale information (a range of different displacement values), recommended in the latest and comprehensive ice texture study [38], would require a soft classification approach in our case. To reduce the computational time, the range of image gray levels is usually quantized into a number of separate bins. The image quantization, generally leading to the loss of image information, does not strongly influence the computation of texture parameters on the condition that a sufficient number of bins are used (>16–32) [38]. In our experiments the range of image gray levels is quantified to the 20 equally spaced bins (see Ref. [38] for the discussion on different quantization schemes); the GLCM is averaged for the three different directions 08, 458, and 908 to account for possible rotation of ice. The training data set is prepared by moving the computational window within the defined training regions. For each nonoverlapping placement of the window, the image features are computed in three images and stacked in a vector. The number of feature vectors computed for different ice classes is given in Table 13.3.



13.3.3



Backpropagation Neural Network



In our experiments we used a multi-layer feedforward neural network trained by a standard backpropagation algorithm [43,44]. Backpropagation neural networks also known as MLP [45] are structures of highly interconnected processing units, which
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are usually organized in layers. MLP can be considered as a universal approximator of functions that learns or approximates the nonlinear input–output mapping function using a training data set. During training the weights between processing units are iteratively adjusted to minimize an error function, usually the root-mean-square (RMS) error function. The simple method for finding the weight updates is the steepest descent algorithm in which the weights are changed in the direction of the largest reduction of the error, that is, in the direction where the gradient of the error function with respect to the weights is negative. This method has some limitations [25], including slow convergence in the areas characterized by substantially different curvatures along different directions in the error surface as, for example, in the long, steep-sided valley. To speed up the convergence, we used a modification of the method that adds a momentum term [44] to the equation: Dwt ¼ hrEt þ mDwt1



(13:1)



where Dwt is the weight change at iteration t, rEt is the gradient of the error function with respect to the weights evaluated at the current iteration, h is the learning rate parameter, and m is the momentum constant, 0 < jmj < 1. Due to the inclusion of the second term, the changes of weights, having the same sign in steady downhill regions of the error surface, are accumulated during successive iterations, which increases the step size of the algorithm. In the regions where oscillations take place, contributions from the momentum terms change sign and thus tend to cancel each other, reducing the step size of the algorithm. The gradients rEt are computed using the known backpropagation algorithm [43,44].



13.3.4



Linear Discriminant Analysis Based Algorithm



An LDA-based algorithm is proposed by Wackerman and Miller [6] for sea ice classification in the marginal ice zone (MIZ) using single channel SAR data. In this study it is applied for data fusion of different sensors. LDA is a known method for the reduction of dimensionality of the input space, which can be used at the preprocessing stage of the classification algorithm, to reduce the number of input features. This method is used to project the original, usually high-dimensional input space onto a lower dimensional one. The projection of n-dimensional data vector ~ x is done using the linear transformation ~ y ¼ VT~ x, where ~ y is the vector of dimension m (m za/2 (or
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equivalently z12 > za/2), where za/2 is the 1 – a/2 confidence level of the two-tailed standard normal distribution. A similar argument applies if a one-sided test is to be carried out, for example, to investigate a claim that some new classification procedure is better than another one.



14.2.2



The BT Model



The BT model makes a pairwise comparison among n individuals, classes, or categories. It focuses on misclassifications without considering the total number and the number of correctly classified pixels (or objects). First we follow the model in this original form. Below, we address the issue of including also the total number of classified pixels. In the BT model, classes are ordered according to magnitude on the basis of misclassifications. The ordering is estimated on the basis of pairwise comparisons. Pairwise comparisons model the preference of one individual (class, category) over another [3]. The BT model has found applications in various fields, notably in sports statistics. The original paper [4] considered basketball statistics, whereas a well worked-out example on tennis appears in Ref. [3]. Both examples include multiple confrontations of various teams against one another. The BT model can be seen as the logit model for paired preference data. A logit model is a generally applicable statistical model for the relation between the probability p that an effect occurs and an explanatory variable x by using two parameters a and b. It is modeled as ln(p/(1 – p) ¼ a þ b x, ensuring that probability values are between 0 and 1 [10]. To apply the BT model to the error matrix, we consider the pair of classes Ci and Cj and let Pij denote the probability that Ci is classified as Cj and let Pji denote that Cj is classified as Ci. Obviously, Pji ¼ 1Pij. The BT model has parameters bi such that logit(



Q



ij



) ¼ log (



Q Q = ji ) ¼ bi  bj ij



(14:8)



To interpret this equation, we note that equal probabilities emerge for Ci being classified as Cj and Cj being classified as Ci if Pij ¼ Pji ¼ 1⁄2, hence if logit(Pij) ¼ 0, therefore bi ¼ bj. If Pij > 1⁄2, i.e., if Ci is more likely to be classified as Cj than Cj to be classified as Ci, then bi > bj. A value of bi larger than that of bj indicates a preference of misclassification of Ci to Cj above that of Cj to Ci. By fitting this model to the error matrix, one obtains the estimates b^i of the bi, and the ^ ij that Ci is classified as Cj are given by estimated probabilities  ^ ij ¼ P



exp(b^i  b^j ) 1 þ exp(b^i  b^j )



(14:9)



Similarly, from the fitted values of the BT model, we can derive fitted values for misclassification, ^ ij ¼ P



m ^ ij m ^ ij  m ^ ji



(14:10)



where ^ij is the expected count value of Ci over Cj, that is, the fitted value for the model. The fitted value of the model can be derived from the output of SAS or SPSS.
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Formulating and Testing a Hypothesis



In practice, we may be interested to formulate a test on the parameters. In particular we are interested in whether there is equality in performance of a classifier for the different classes that can be distinguished. Therefore, let H0 be the null hypothesis: the class parameters are equal, that is, no significant difference exists between bi and bj. The alternative hypothesis equals H1: bi 6¼ bj. To test H0 against H1, we compare b^i  b^j to its asymptotic standard error (ASE). To find the ASE, we note that var(b^i  b^j) ¼ var(b^i) þ var(b^j) – 2 cov(b^i,b^j). Using the estimated variance–covariance matrix, each ASE is calculated as the square root of the sum of two diagonal values minus twice an offdiagonal value. An approximate 95% confidence interval for bi  bj is then seen to be equal to b^i  b^j + 1.96  ASE. If the value 0 occurs within the confidence interval, then the difference between the two classes is not significantly different from zero, that is, no significant difference between the class parameters occurs, and H0 is not rejected. On the other hand, if the value 0 does not occur within the confidence interval, then the difference between the two classes is significantly different from zero, indicating a significant difference between the class parameter and H0 is rejected in favor of H1.



14.3



Case Study



To illustrate the BT model in an actual remote-sensing study, we return to a case described in Ref. [11]. It was shown how spectral and spatial data collected by means of remote sensing can provide information about geological aspects of the earth surface. In particular in remote, barren areas, remote-sensing imagery can provide useful information on the geological constitution. If surface observations are combined with geologic knowledge and insights, geologists are able to make valid inferences about subsurface materials. The study area is located in the Dundgovi Aimag province in Southern Mongolia (longitude: 1058500 –1068260 E and lattitude: 468010 –468180 N). The total area is 1415.58 km2. The area is characterized by an arid, mountainous-steppe zone with elevations between 1300 and 1700 m. Five geological units are distinguished: Cretaceous basalt (K1), Permian–Triassic sandstone (PT), Proterozoic granite (yPR), Triassic–Jurassic granite (yT3-J1) (an intrusive rock outcrop), and Triassic–Jurassic andesite (aT3-J1). For the identification of general geological units we use images from the advanced spaceborne thermal emission and reflection radiometer (ASTER) satellite, acquired on 21 May, 2002. The multi-spectral ASTER data cover the visible, near infrared, shortwave and thermal infrared portions of the electromagnetic spectrum, in 14 discrete channels. Level 1B data as used in this study are radiometrically calibrated and geometrically co-registered for all ASTER bands. The combination of ASTER shortwave infrared (SWIR) bands is highly useful for the extraction of information on rock and soil types. Figure 14.1 shows a color composite of ASTER band combination 9, 6, and 4 in the SWIR range. An important aspect of this study is the validation of geological units derived with segmentation (Figure 14.2a). Reference data in the form of a geological map were obtained by expert field observation and image interpretation (Figure 14.2b). Textural information derived from remotely sensed imagery can be helpful in the identification of geological units. These units are commonly mapped based on field observations or interpretation of aerial photographs. Geological units often show charac-
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FIGURE 14.1 SWIR band combination of the ASTER image for the study area in Mongolia, showing different geological units.



teristic image texture features, for example, in the form of fracture patterns. Pixel-based classification methods might, therefore, fail to identify these units. A texture-based segmentation approach, taking into account the spatial relations between pixels, can be helpful in identifying geological units from an image scene. For segmentation, we applied a hierarchical splitting algorithm to identify areas with homogeneous texture in the image. Similar to split-and-merge segmentation each square image block in the image is split into four sub-blocks forming a quadtree structure. The criterion used to determine if an image block is divided is based on a comparison between uncertainty of a block and uncertainty of its sub-blocks. Uncertainty is defined as the ratio between the similarity values (G-statistic), computed for an image block B, of the two most likely reference textures. This measure is also known as the confusion index (CI). The image is segmented such that uncertainty is minimized. Reference textures are defined by two-dimensional histograms of the local binary pattern and the variance texture measures. To test for similarity between an image block texture and a reference texture, the G-statistic is applied. Finally, a partition of the image with objects labeled with reference texture class labels is obtained [12].



14.3.1



The Error Matrix



Segmentation and classification resulted in a thematic layer with geological classes. Comparison of this layer with the geological map yielded the error matrix (Table 14.1). Accuracy of the overall classification equals 71.0%, and the k-statistic equals 0.51. A major source for incorrect segmentation is caused by the differences in detail between the segmentation results and the geological map. In the map, only the main geological units are given, where the segmentation provides many more details. A majority filter of 15  15 pixels was applied to filter out the smallest objects from the ASTER segmentation map. Visually, the segmentation is similar to the geological map. However, the K1 unit is much more abundant in the segmentation map. The original image clearly shows a distinctly different texture from the surrounding area. Therefore, this area is segmented as a K1 instead of as a PT unit. The majority filtering did not provide higher accuracy values, as the total accuracy only increased by 0.5%.
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yT3-J1



K1 yPR aT3-J1



PT



FIGURE 14.2 (a) Segmentation of the ASTER image. (b) The geological map used as a reference.



14.3.2



Implementation in SAS



The BT model was implemented as a logit model in the statistical package SAS (Table 14.2). We applied proc Genmod, using the built-in binomial probability distribution (DIST ¼ BIN) and the logit link function. The covb option provides the estimated covariance matrix of the model parameter estimators, and estimated model parameters are obtained with the obstats option. In the data matrix, a dummy variable is set for each geological class. The variable for Ci is 1 and that for Cj is –1 if Ci is classified over Cj. The logit model has these variates as explanatory variables. Each line further lists the error value (‘k’) of Ci over Cj and the sum of the error values of Ci over Cj and Cj over Ci, (‘n’). The intercept term is excluded. 14.3.3



The BT Model



The BT model was fitted to the error matrix as shown in Table 14.1. Table 14.3 shows the parameter estimates b^i for each class. These values give the ranking of the category in
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TABLE 14.1 Error Matrix for Classification Classified as PT yT3-J1 K1 aT3-J1 yPR Total



PT



yT3-J1



K1



Reality aT3-J1



yPR



Total



518,326 805 140,464 50,825 23,788 734,208



304 86,103 95 2,997 8,082 97,581



8,772 0 8,123 827 60 17,782



3,256 2,836 13,645 95,244 21,226 136,207



13,716 3,848 3,799 2,621 31,569 55,553



544,374 93,592 166,126 152,514 84,725 1,041,331



Note: PT (Permian and Triassic formation), yT3-J1 (upper Triassic and lower Jurassic granite), K1 (lower Cretaceous basalt), aT3-J1 (upper Triassic and lower Jurassic andesite) and yPR (Penterozoic granite). The overall classification accuracy is 71.0%, the overall k-statistic equals 0.51.



comparison with the reference category. Table 14.3 also shows standard errors for the b^is for each class. The b parameter for class yPR is not estimated, being the last in the input series, and is hence set equal to 0. The highest b^ coefficient equal to 1.545 is observed for class PT (Permian and Triassic formation) and the lowest value is equal to –1.484 for class K1 (lower Cretaceous basalt). Standard errors are relatively small (below 0.016), indicating that all coefficients significantly differ from 0. Hence the significantly highest erroneous classification occurs for the class PT and the lowest for class K1. Estimated b^i values are used in turn to determine misclassification of one class over another (Table 14.4). This anti-symmetric matrix shows again relatively high values for differences of geological classes with PT and lower values for differences with class K1. Next, the probability of a misclassification is calculated using Equation 14.9 (Table 14.5). For example, the estimate of probability of misclassifying PT as upper Triassic and lower Jurassic granite (yT3-J1) is 0.28, whereas that of a misclassification of yT3-J1 as PT equals TABLE 14.2 data matrix; input PT yT3J1 K1 aT3J1 yPR k1 n1 k2 n2 w; k ¼ (k1/n1); n ¼ (k1/n1 þ k2/n2); cards; Data Matrix 1 1 1 1 0 0 0 0 0 0



Input



PT



yT3-J1



K1



aT3-J1



yPR k n; Cards



1 0 0 0 1 1 1 0 0 0



0 1 0 0 1 0 0 1 1 0



0 0 1 0 0 1 0 1 0 1



0 0 0 1 0 0 1 0 1 1



304 8,772 3,256 13,716 0 2,836 3,848 13,645 3,799 2,621



1,109 149,236 54,081 37,504 95 5,833 11,930 14,472 3,859 23,847



proc genmod data ¼ matrix; model k/n ¼ PT yT3J1 K1 aT3J1 yPR/NOINT DIST ¼ BIN link ¼ logit covb obstats; run;
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Estimated Parameters b^i and Standard Deviations se(b^i) for the BT Model



b^i se(b^i)



PT



yT3-J1



K1



aT3-J1



yPR



1.545 0.010



0.612 0.016



1.484 0.014



0.317 0.010



0.000 0.000



Note: See Table 14.1.



TABLE 14.4 Values for b^i  b^j Comparing Differences of One Geological Class over Another



PT yT3-J1 K1 aT3-J1 yPR



PT



yT3-J1



K1



aT3-J1



yPR



0.000 0.932 3.029 1.228 1.545



0.932 0.000 2.097 0.295 0.612



3.029 2.097 0.000 1.801 1.484



1.228 0.295 1.801 0.000 0.317



1.545 0.612 1.484 0.317 0.000



Note: See Table 14.1.



0.72: it is therefore much more likely that PT is misclassified as yT3-J1, than yT3-J1 as PT. Table 14.6 shows the observed and fitted entries in the error matrix (in brackets) for the BT model. We notice that the estimated and observed differences are relatively close. An exception is the expected entry for the yPR–aT3-J1 combination, where fitting is clearly erroneous. To test the significance of differences, ASEs are calculated, yielding a symmetric matrix (Table 14.7). Low values (less than 0.02) emerge for the different class combinations, mainly because of the large number of pixels. Next, we test for the significance of differences (Table 14.8), with H0 being equal to the hypothesis that ^i ¼ ^j, and the alternative hypothesis H1 that ^i 6¼ bj. Because of the large number of pixels, H0 is rejected for all class combinations. This means that there is a significant difference between the parameter values for each of these classes. We now turn to the standardized data, where also the diagonal values of the error matrix are included in the calculations. TABLE 14.5 ^ ij Using Equation 14.9 of Misclassifying Ci over Cj Using Estimated Probabilities  Standardized Data PT PT yT3-J1 K1 aT3-J1 yPR



0.72 0.95 0.77 0.82



Note: See Table 14.1.



yT3-J1



K1



aT3-J1



yPR



0.28



0.05 0.11



0.23 0.43 0.86



0.18 0.35 0.82 0.42



0.89 0.57 0.65



0.14 0.18



0.58
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TABLE 14.6 Observed and Expected Entries in the Error Matrix PT PT yT3-J1 K1 aT3-J1 yPR



yT3-J1 304 (313)



805 (796) 140,464 (142,351) 50,825 (41,826) 23,788 (30,909)



95 (85) 2,997 (3,344) 8,082 (7,736)



K1



aT3-J1



yPR



8,772 (6,885) 0 (10)



3,256 (12,255) 2,836 (2,489) 13,645 (12,421)



13,716 (6,595) 3,848 (4,194) 3,799 (3,146) 2,621 (41,240)



827 (2,051) 60 (713)



21,226 (56,625)



Note: See Table 14.1.



TABLE 14.7 Asymptotic Standard Errors for the Parameters in the BT Model, Using the Standard Deviations and the Covariances between the Parameters PT PT yT3-J1 K1 aT3-J1 yPR



0.017 0.011 0.008 0.010



yT3-J1



K1



aT3-J1



yPR



0.017



0.011 0.019



0.008 0.016 0.012



0.010 0.016 0.014 0.010



0.019 0.016 0.016



0.012 0.014



0.010



Note: See Table 14.1.



TABLE 14.8 Test of Significances in Differences between Two Classes



PT



yT3-J1



K1 aT3-J1



yT-J1 K1 aT-J1 yPr K1 aT-J1 yPr aT-J1 yPr yPr



Note: See Table 14.1.



b^i  b^j



ASE



t-Ratio



H0



0.932 3.029 2.097 1.228 0.295 1.801 1.545 0.612 1.484 0.317



0.017 0.011 0.019 0.008 0.016 0.012 0.010 0.016 0.014 0.010



54.84 280.99 108.02 145.39 18.08 145.01 155.96 39.47 108.69 32.77



Reject Reject Reject Reject Reject Reject Reject Reject Reject Reject
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The BT Model for Standardized Data



When applying the BT model, diagonal values are excluded. This may have the following effect. If C1 contains k1 pixels identified as C2, and C2 contains k2 pixels identified as C1, then the BT model analyzes the binomial fraction k1/(k1þk2). The denominator k1 þ k2, however, depends also on the total number of incorrectly identified pixels in the two classes, say n1 for C1 and n2 for C2. Indeed, suppose that the number of classified pixels doubles for one particular class. One would have the assumption that this does not affect the misclassification probability. This does not apply to the BT model as presented above. As a solution, we standardized the counts per row by defining k ¼ (k1/n1)/(k1/n1 þ k2/ n2) and n ¼ 1. This has as an effect that the diagonals in the error matrix are scaled to 1, and that matrix elements not on the diagonal contain the number of misclassified pixels for each class combination. Furthermore, a large number of classified pixels should lead to lower standard deviations than a low number of classified pixels. To take this into account, a weighting was done, with weights equal to k1 þ k2 being equal to the number of incorrect classifications. Again, a generalized model is defined, with as a dependent variable the ratio k/n and the same explanatory variables as in Table 14.2. The SAS input file is given in Table 14.9. The first five columns, describing particular class combinations, are similar to those in Table 14.2, and the final five columns are described above. The variables in the model have also been described in Table 14.2. Estimated parameters b^i, together with their standard deviations are given in Table 14.10. We note that the largest b^i value again occurs for the class PT (Permian and Triassic formation) and the lowest value for class K1 (lower Cretaceous basalt). Class PT therefore has the highest probability of being misclassified and class K1 has the lowest probability. Being negative, this probability is smaller than that for Penterozoic granite (yPR). In contrast to the first analysis, none of the parameters significantly differs from 0, as is shown by the relatively large standard deviations. Subsequent calculations are carried out to compare differences in classes, as was done earlier. For example, misclassification probabilities corresponding to Table 14.5 are now in Table 14.11 and observed and expected entries in the error matrix are in Table 14.12. We now observe first that some modeled values are extremely good (such as the combinations between PT and yT3-J1) and second, some modeled values are totally different TABLE 14.9 data matrix; input PT yT3J1 K1 aT3J1 yPR k1 n1 k2 n2 w; k ¼ (k1/n1); n ¼ (k1/n1 þ k2/n2); cards; 1 1 1 1 0 0 0 0 0 0



1 0 0 0 1 1 1 0 0 0



0 1 0 0 1 0 0 1 1 0



0 0 1 0 0 1 0 1 0 1



0 0 0 1 0 0 1 0 1 1



304 8,772 3,256 13,716 0 2,836 3,848 13,645 3,799 2,621



518,326 518,326 518,326 518,326 86,103 86,103 86,103 8,123 8,123 95,244



proc genmod data ¼ matrix; model k/n ¼ PT yT3J1 K1 aT3J1 yPR/NOINT DIST ¼ BIN covb obstats; run;



805 140,464 50,825 23,788 95 2,997 8,082 827 60 21,226



86,103 8,123 95,244 31,569 8,123 95,244 31,569 95,244 31,569 31,569



1,109 149,236 54,081 37,504 95 5,833 11,930 14,472 3,859 23,847
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TABLE 14.10 Estimated Parameters b^i and Standard Deviations se(b^i) Using the Weighted BT Model for Standardized Data



b^i se(b^i)



PT



yT3-J1



K1



aT3-J1



yPR



4.813 5.404



1.887 4.585



3.337 6.297



2.245 3.483



0.000 0.000



TABLE 14.11 ^ ij Using Equation 14.9 of Misclassifying Ci over Cj Using Standardized Data Estimated Probabilities  PT PT yT3-J1 K1 aT3-J1 yPR



0.95 1.00 0.93 0.99



yT3-J1



K1



aT3-J1



yPR



0.05



0.00 0.01



0.07 0.59 1.00



0.01 0.13 0.97 0.10



0.99 0.41 0.87



0.00 0.03



0.90



from the observed values, in particular, negative values still emerge. These differences occur in particular in the right corner of the matrix. Testing of differences between different classes (Table 14.13) can again be carried out in a similar way, with again significance occurring in all differences, due to the very large number of pixels.



14.4



Discussion



This chapter focuses on the BT model for summarizing the error matrix. The model is applied to the error matrix, derived from a segmentation of an image using a hierarchical



TABLE 14.12 Observed and Expected Entries in the Error Matrix PT PT yT3-J1 K1 aT3-J1 yPR



805 (804) 140464 (10515) 50825 * 23788 (14605)



yT3-J1



K1



304 (304)



8772 (117179) 0 (0)



95 (0) 2997 (3057) 8082 (7766)



827 (1208) 60 *



Note: See Table 14.1; entries marked * indicate an estimate of a negative value.



aT3-J1 3256 2836 (2780) 13645 (9342)



21226 *



yPR 13716 (22340) 3848 (4005) 3799 * 2621 *
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Test of Significances in Differences between Two Classes Using Standardized Data



PT



yT3-J1



K1 aT3-J1



yT3-J1 K1 aT3-J1 yPR K1 aT3-J1 yPR aT3-J1 yPR yPR



^j ^i  b b



ASE



t-Ratio



H0



2.926 8.150 5.224 2.568 0.358 5.582 4.813 1.887 3.337 2.245



0.017 0.011 0.019 0.008 0.016 0.012 0.010 0.016 0.014 0.010



172.09 756.06 269.15 304.09 21.94 449.40 485.93 121.64 244.36 232.07



Reject Reject Reject Reject Reject Reject Reject Reject Reject Reject



segmentation algorithm. The image is classified on geological units. The k-statistic, measuring the accuracy of the whole error matrix, considers the actual agreement and chance agreement, but ignores asymmetry in the matrix. In addition, the conditional k-statistic measures the accuracy of agreement within each category, but does not consider the preference of one category over another category. These measures of accuracy only consider the agreement of classified pixels and reference pixels. In this study we extended these measures with those from the BT model to include chance agreement and disagreement. The BT model in its original form studies preference of one category over another. A pairwise comparison between classes gives additional parameters as compared to other measures of accuracy. The model also yields expected against observed values, estimated parameters, and probabilities of misclassification of one category over another category. Using the BT model, we can determine both the agreement within a category and disagreement in relation to another category. Parameters computed from this model can be tested for statistical significance. This analysis does not take into account the categories with zero values in combination with other categories. A formal testing procedure can be implemented, using ASEs. The class parameters bi provide a ranking of the categories. The BT model shows that a class, which is easier to recognize, is less confused with other classes. At this stage it is difficult to say which of the two implemented BT models is most useful and appropriate for application. It appears that on the one hand the standardized model allows us to give an interpretation that is fairer and more stable in the long run, but the sometimes highly erroneous estimates of misclassification are a major drawback for application. The original, unstandardized BT model may be applicable for an error matrix as demonstrated in this study, but a large part of the available information is ignored. One reason is that the error matrix is typically different from the error matrix as applied in Ref. [11]. Positional and thematic accuracy of the reference data is crucial for a successful accuracy assessment. Often the positional and thematic errors in the reference data are unknown or are not taken into account. Vagueness in the class definition and the spatial extent of objects is not included in most accuracy assessments. To take into account uncertainty in accuracy assessment, membership values or error index values could be used.
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Conclusions



We conclude that the BT model can be used for a statistical analysis of an error matrix obtained by a hierarchical classification of a remotely sensed image. This model relies on the key assumption that misclassification of one class as another is one minus the probability of misclassifying the other class as the first class. The model provides parameters and estimates for differences between classes. As such, it may serve as an extension to the k-statistic. As this study has shown, more directed information is obtained, including a statement whether these differences are significantly different from zero.
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15.1



Introduction



Remote sensing is the term used for observing the strength of electromagnetic radiation that is radiated or reflected from various objects on the ground level with a sensor installed in a space satellite or in an aircraft. The analysis of acquired data is an effective means to survey vast areas periodically [1]. Land map classification is one of the analyses. The land map classification classifies the surface of the Earth into categories such as water area, forests, factories, or cities. In this study, we will discuss an effective method for land map classification by using synthetic aperture radar (SAR) and support vector machine (SVM). The sensor installed in the space satellite includes an optical and a microwave sensor. SAR as an active-type microwave sensor is used for land map classification in this study. A feature of SAR is that it is not influenced by weather conditions [2–9]. As a classifier, SVM is adopted, which is known as one of the most effective methods in pattern and texture classification; texture patterns are composed of many pixels and are used as input features for SVM [10–12]. Traditionally, the maximum likelihood method has been used as a general classification technique for land map classification. However, the categories to be classified might not achieve high accuracy because the method assumes normal distribution of the data of each category. Finally, the effectiveness of our proposed method is shown by simulations.
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15.2



Proposed Method



The outline of the proposed method is described here. At first, the target images from SAR are divided into an area of 88 pixels for the calculation of texture features. The texture features that serve as input data to the SVM are calculated using gray level cooccurrence matrix (GLCM), Cij, and gray level difference matrix (GLDM), Dk. The term GLCM means the co-occurrence probability that neighbor pixels i and j become the same gray level, and GLDM means the gray level difference of neighbor pixels whose distance is k. The definitions of texture features based on GLCM and GLDM are as follows: Energy (GLCM) E¼



X i ,j



C2ij



(15:1)



Entropy (GLCM) X



H¼



Ci j log Cij



(15:2)



i,j



Local homogeneity L¼



X



1



Cij



2 i,j 1 þ (i  j)



(15:3)



Inertia I¼



X



(i  j)2 Cij



(15:4)



i ,j



Correlation C¼



X (i  mi )(j  mj ) si s j



i ,j



mi ¼



X X X X i Cij , mj ¼ j Cij i



s2i ¼



X i



Variance



Cij



j



j



(i  mi )2



X



i



s2j ¼



Ci j ,



X



j



V¼



j



X i ,j



(i  mi )Cij



(j  mj )2



X



Cij



(15:5)



i



(15:6)



Sum average S¼



X i,j



(i þ j)Cij



(15:7)
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Energy (GLDM) Ed ¼



X



D2k



(15:8)



k



Entropy (GLDM) Hd ¼ 



X



Dk log {Dk }



(15:9)



k



Mean M¼



X



k Dk



(15:10)



{k  M}2 Dk



(15:11)



k



Difference variance V¼



X k



The next step is to select effective texture features as an input to SVM as there are too many texture features to feed SVM [(7 GLCMs þ 4 GLDMs)  8 bands ¼ totally 88 features]. Kullback–Leibler distance is adopted as the selection method of features in this study. The definition of Kullback–Leibler distance between two probability density functions p(x) and q(x) is as follows: ð



L ¼ p(x) log



p(x) dx q(x)



(15:12)



Using the above as the distance measure, the distance indicated in the selected features between two categories can be compared, and the feature combinations whose distance is large are selected as input to the SVM. However, it is difficult to calculate all combinations of 88 features for computational costs. Therefore, in this study, each 5-feature combination from 88 is tested for selection. Then the selected features are fed to the SVM for classification. The SVM classifies the data into two categories at a time. Therefore, in this study, input data are classified into two sets, that is, a set of water and cultivation areas or a set of city and factory areas in the first stage. In the second stage, these two sets are classified into two categories, respectively. In this step, it is important to reduce the learning costs of SVM since the remote sensing data from SAR are too large for learning. In this study, we propose a reduction method of SVM learning costs using the extraction of surrounding part data based on the distance in the kernel space because the boundary data of categories determine the SVM learning efficiency. The distance d(x) of an element x in the kernel space from the category to which the element belongs is defined as follows using the kernel function F(x): 2    n 1X   d (x) ¼ F(x)  F(xk )   n k¼1 !t ! n n 1X 1X ¼ F(x)  F(xk ) F(x)  F(xl ) n k¼1 n l¼1 n n n X n 1X 1X 1 X ¼ F(x)t F(x)  F(x)t F(xl )  F(xk )t F(x) þ 2 F(xk )t F(xl ) (15:13) n l¼1 n k¼1 n k¼1 l¼1 2
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Here, xk denotes the elements of category, and n is the total number of elements. Using the above distance d(x), the relative distance r1(x) and r2(x) can be defined as r1 (x) ¼



d2 (x)  d1 (x) d1 (x)



(15:14)



r2 (x) ¼



d1 (x)  d2 (x) d2 (x)



(15:15)



In these equations, d1(x) and d2(x) indicate the distance of the element x from the category 1 or 2, respectively. A half of the total data that has small relative distance is extracted and fed to the SVM. To evaluate this extraction method by comparing with the traditional method based on Mahalanobis distance, the simulation is performed using sample data 1 and 2 illustrated in Figure 15.1 through Figure 15.4, respectively. The distribution of samples 1 and 2 is Gaussian. The centers of distributions are (0.5,0), (0.5,0) in class 1 and 2 of sample 1, and (0.6), (0.6) in class 1, and (0,0) in class 2 of sample 2, respectively. The variances of distributions are 0.03 and 0.015, respectively. The total number of data is 500 per class. The kernel function used in this simulation is as follows: kx  x0 k2 K(x,x ) ¼ F(x) F(x ) ¼ exp  2s2 0



T



!



0



(15:16)



2s2 ¼ 0:1 As a result of the simulation illustrated in Figure 15.2, Figure 15.3, Figure 15.5, and Figure 15.6, in the case of sample 1, both the proposed and the Mahalanobis-based method classify 1
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−1 −1 FIGURE 15.1 Sample data 1.
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FIGURE 15.2 Extracted boundary elements by proposed method (sample 1).



1



Class 1 Class 2 Extraction 1 Extraction 2



0.5



0



−0.5



−1 −1



−0.5



0



FIGURE 15.3 Extracted boundary elements by Mahalanobis distance (sample 1).
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FIGURE 15.4 Sample data 2.
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FIGURE 15.5 Extracted boundary elements by proposed method (sample 2).
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FIGURE 15.6 Extracted boundary elements by Mahalanobis distance (sample 2).



data successfully. However, in the case of sample 2, the Mahalanobis-based method fails to classify data though the proposed method succeeds. This is because Mahalanobis-based method assumes that the data distribution is spheroidal. The distance function in those methods illustrated in Figure 15.7 through Figure 15.10 clearly shows the reason for the classification ability difference of those methods.



d1(x,y)
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FIGURE 15.7 Distance d1(x) for class 1 in sample 2 (proposed method).
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d2(x,y)
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FIGURE 15.8 Distance d2(x) for class 2 in sample 2 (proposed method).



15.3 15.3.1



Simulation Data Set and Condition for Simulations



The target data (Figure 15.11) used in this study for the classification are the observational data by SIR-C. The SIR-C device is a SAR system that consists of two wavelengths: L-band (wavelength 23 cm) and C-band (wavelength 6 cm) and four polarized electromagnetic radiations. The observed region is Kagawa Prefecture, Sakaide City, Japan (October 3,
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FIGURE 15.9 Distance d1(x) for class 2 in sample 2 (Mahalanobis).
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FIGURE 15.10 Distance d2(x) for class 2 in sample 2 (Mahalanobis).



1994). The image sizes are 1000 pixels in height, 696 pixels in width, and each pixel has 256 gray levels in eight bands. To extract the texture features, the areas of 88 pixels on the target data are combined and classified into four categories ‘‘water area,’’ ‘‘cultivation region,’’ ‘‘city region,’’ and ‘‘factory region.’’ The mountain region is not classified because of the backscatter. The ground-truth data for training are shown in Figure 15.12 and the numbers of sample data in each category are shown in Table 15.1. The selected texture features based on Kullback–Leibler distance mentioned in the previous section are shown in Table 15.2. The kernel function of SVM is Gaussian kernel with the variance s2 ¼ 0.5, and soft margin parameter C is 1000. The SVM training data are 100 samples randomly selected from ground-truth data for each category.



15.3.2



Simulation Results



The final result of simulation is shown in Table 15.3. In this table, ‘‘selected’’ implies the classification accuracy with selected texture features in Table 15.2, and ‘‘all’’ implies the accuracy with all 88 kinds of texture features. The final result shows the effectiveness of feature selection for improving classification accuracy.



15.3.3



Reduction of SVM Learning Cost



The learning time of SVM depends on the number of sample data. Therefore, the computational cost reduction method for SVM learning is important for complex data sets such as ‘‘city’’ and ‘‘factory’’ region in this study. Then, the reduction method proposed in the previous section is applied, and the effectiveness of this method is evaluated by comparing the learning time with traditional methods. The numbers of data are from 200 to 4000, and the learning times of the SVM classifier are measured in two cases. In the
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FIGURE 15.11 Target data.



first case, all data are used for learning and in the second case, by using the proposed method, data for learning are reduced by half. The selected texture features for classification are the energy (band 1), the entropy (band 6), and the local homogeneity (band 2), and the SVM kernel is Gaussian. Figure 15.13 shows the result of the simulation. The CPU of the computer used in this simulation is Pentium 4/2GHz. The result of the simulation clearly shows that the learning time is reduced by using the proposed method. The learning time is reduced to about 50% on average.
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Water City Cultivation Factory Mountain



FIGURE 15.12 (See color insert following page 240.) Ground-truth data for training.



TABLE 15.1 Number of Data Category Water Cultivation City Factory



Number of Data 133201 16413 11378 2685



TABLE 15.2 Selected Features. Category Water, cultivation/city, factory Water/factory City/factory Numbers in parentheses indicate SAR band



Texture Features Correlation (1, 2), sum average (1) Variance (1) Energy (1), entropy (6), local homogeneity (2)
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TABLE 15.3 Classification Accuracy (%)



Selected All



Water



Cultivation



City



Factory



Average



99.82 99.49



94.37 94.35



93.18 92.18



89.77 87.55



94.29 93.39
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FIGURE 15.13 SVM learning Time.



15.4



Conclusions



In this chapter, we have proposed the automatic selection of texture feature combinations based on the Kullback–Leibler distance between category data distributions, and the computational cost reduction method for SVM classifier learning. As a result of simulations, by using our proposed texture feature selection method and the SVM classfier, higher classification accuracy is achieved when compared with traditional methods. In addition, it is shown that our proposed SVM learning method can be applied to more complex distributions than applying traditional methods.
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16.1



Introduction



Information theoretic assessment is a branch of image analysis aimed at defining and measuring the quality of digital images and is presently an open problem [1–3]. By resorting to Shannon’s information theory [4], the concept of quality can be related to the information conveyed to a user by an image or, in general, by multi-band data, that is, to the mutual information between the unknown noise-free digitized signal (either radiance or reflectance in the visible-near infrared (VNIR) and short-wave infrared (SWIR) wavelengths, or irradiance in the middle infrared (MIR), thermal infrared (TIR), and far infrared (FIR) bands) and the corresponding noise-affected observed digital samples. Accurate estimates of the entropy of an image source can only be obtained provided the data are uncorrelated. Hence, data decorrelation must be considered to suppress or largely reduce the correlation existing in natural images. Indeed, entropy is a measure
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of statistical information, that is, of uncertainty of symbols emitted by a source. Hence, any observation noise introduced by the imaging sensor results in an increment in entropy, which is accompanied by a decrement of the information content useful in application contexts. Modeling and estimation of the noise must be preliminarily carried out [5] to quantify its contribution to the entropy of the observed source. Modeling of information sources is also important to assess the role played by the signal-to-noise ratio (SNR) in determining the extent to which an increment in radiometric resolution can increase the amount of information available to users. The models that are exploited are simple, yet adequate, for describing first-order statistics of memoryless information sources and autocorrelation functions of noise processes, typically encountered in digitized raster data. The mathematical tractability of models is fundamental for deriving an information theoretic closed-form solution yielding the entropy of the noise-free signal from the entropy of the observed noisy signal and the estimated noise model parameters. This work focuses on measuring the quality of multi-band remotely sensed digitized images. Lossless data compression is exploited to measure the information content of the data. To this purpose, extremely advanced lossless compression methods capable of attaining the ultimate compression ratio, regardless of any issues of computational complexity [6,7], are utilized. In fact, the bit rate achieved by a reversible compression process takes into account both the contribution of the ‘‘observation’’ noise (i.e., information regarded as statistical uncertainty, whose relevance is null to a user) and the intrinsic information of hypothetically noise-free samples. Once the parametric model of the noise, assumed to be possibly non-Gaussian and both spatially and spectrally autocorrelated, has been preliminarily estimated, the mutual information between noise-free signal and recorded noisy signal is calculated as the difference between the entropy of the noisy signal and the entropy derived from the parametric model of the noise. Afterward, the amount of information that the digitized samples would convey if they were ideally recorded without observation noise is estimated. To this purpose, an entropy model of the source is defined. The inversion of the model yields an estimate of the information content of the noise-free source starting from the code rate and the noise model. Thus, it is possible to establish the extent to which an increment in the radiometric resolution, or equivalently in the SNR, obtained due to technological improvements of the imaging sensor can increase the amount of information that is available to the users’ applications. This objective measurement of quality fits better the subjective concept of quality, that is, the capability of achieving a desired objective as the number of spectral bands increases. Practically, (mutual) information, or equivalently SNR, is the sole quality index for hyperspectral imagery, generally used for detection and identification of materials and spectral anomalies, rather than for conventional multi-spectral classification tasks. The remainder of this chapter is organized as follows. The information theoretic fundamentals underlying the analysis procedure are reviewed in Section 16.2. Section 16.3 presents the information theoretic procedure step by step: noise model, estimation of noise parameters, source decorrelation by differential pulse code modulation (DPCM), and parametric entropy modeling of memoryless information sources via generalized Gaussian densities. Section 16.4 reports experimental results on a hyperspectral image acquired by the Airborne Visible InfraRed Imaging Spectrometer (AVIRIS) radiometer and on a test superspectral image acquired by the Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) imaging radiometer. Concluding remarks are drawn in Section 16.5.
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Information Theoretic Problem Statement



If we consider a discrete multi-dimensional signal as an information source S, its average information content is given by its entropy H(S)[8]. An acquisition procedure originates an observed digitized source S^, whose information is the entropy H(S^). H(S^) is not adequate for measuring the amount of acquired information, since the observed source generally does not coincide with the digitized original source, mainly because of the observation noise. Furthermore, the source is not exactly band-limited by half of the sampling frequency; hence, the nonideal sampling is responsible for an additional amount of noise generated by the aliasing phenomenon. Therefore, only a fraction of the original source information is conveyed by the digitized noisy signal. The amount of source information that is not contained in the digitized samples is measured by the conditional entropy H(S jS^) or equivocation, which is the residual uncertainty on the original source when the observed source is known. The contribution of the overall noise (i.e., aliasing and acquisition noise) to the entropy of the digitized source is measured by the conditional entropy H(S^ j S), which represents the uncertainty on the observed source S^ when the original source S is known. Therefore, the larger the acquisition noise, the larger H(S^), even if the amount of information of the original source that is available from the observed (noisy) source is not increased, but diminished by the presence of the noise. A suitable measure of the information content of a recorded source is instead represented by the mutual information: ^) ¼ H(S)  H(SjS ^) I(S;S ^)  H(S ^jS) ¼ H(S ^)  H(S,S ^): ¼ H(S) þ H(S



(16:1)



Figure 16.1 describes the relationship existing between the entropy of the original and the recorded source and mutual information and joint entropy H(S, S^). In the following sections, the procedure reported in Figure 16.2 for estimating the mutual information I(S; S^) and the entropy of the noise-free source H(S) is described later. The estimation relies on parametric noise and source modeling that is also capable of describing non-Gaussian sources usually encountered in a number of application contexts.



^ H (S)



H (S )



^ H (S⏐S )



^ ^ I(S;S) I(S;S)



^ H (S ,S )



^ H (S⏐S)



FIGURE 16.1 Relationship between entropies H(S) and H(S^), equivocation H(S jS^), conditional entropy H(S^jS), mutual information I(S; S^ ), and joint entropy H(S, S^ ).
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GG PDF Entropy of PDF of Noisy residuals of noisy residuals Noise-free residuals noise-free signal Parametric H(S ) GG PDF De convolution entropy modelling Decorrelation estimation Entropy of noisy signal ^ H(S )



Noisy Signal



GG PFD of decorrelated noise



Noise histogram Noise estimation



GG PDF modelling



Noise parameters (s , r)



+ Noise entropy ^ H(S⏐S )



Mutual information ^ I(S ;S )



+ –



FIGURE 16.2 Flowchart of the information theoretic assessment procedure for a digital signal.



16.3 16.3.1



Information Assessment Procedure Noise Modeling



This section focuses on modeling the noise affecting digitized observed signal samples. Unlike coherent or systematic disturbances, which may occur in some kind of data, the noise is assumed to be due to a fully stochastic process. Let us assume an additive signalindependent non-Gaussian model for the noise g(i) ¼ f (i) þ n(i)



(16:2)



in which g(i) is the recorded noisy signal level and f(i) the noise-free signal at position (i). Both g(i) and f(i) are regarded as nonstationary non-Gaussian autocorrelated stochastic processes. The term n(i) is a zero-mean process, independent of f, stationary and autocorrelated. Let its variance sn2 and its correlation coefficient (CC) r be constant. Let us assume for the stationary zero-mean noise a first-order Markov model, uniquely defined by the r and the sn2 n(i) ¼ r  n(i  1) þ «n (i)



(16:3)



in which «n(i) is an uncorrelated random process having variance s2«n ¼ s2n  (1  r2 )



(16:4)



The variance of Equation 16.2 can be easily calculated as s2g (i) ¼ s2f (i) þ s2n



(16:5)



due to the independence between signal and noise components and to the spatial stationarity of the latter. From Equation 16.3, it stems that the autocorrelation, Rnn(m), of n(i) is an exponentially decaying function of the correlation coefficient r:
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The zero-mean additive signal-independent correlated noise model (Equation 16.3) is relatively simple and mathematically tractable. Its accuracy has been validated for twodimensional (2D) and three-dimensional (3D) signals produced by incoherent systems [3] by measuring the exponential decay of the autocorrelation function in Equation 16.6. The noise samples n(i) may be estimated on homogeneous signal segments, in which f(i) is constant, by taking the difference between g(i) and its average g(i) on a sliding window of length 2m þ 1. Once the CC of the noise, r, and the most homogeneous image pixels have been found by means of robust bivariate regression procedures [3], as described in the next section, the noise samples are estimated in the following way. If Equation 16.3 and Equation 16.6 are utilized to calculate the correlation of the noise affecting g and g on a homogeneous window, the estimated noise sample at the ith position is written as vﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ u (2m þ 1) u    [g(i)  g(i)] ^(i) ¼ t n m (2m þ 1)  1 þ 2r 1r 1r



(16:7)



^(i)} is made available to find the noise probability density function The resulting set {n (PDF), either empirical (histogram) or parametric, via proper modeling.



16.3.2



Estimation of Noise Variance and Correlation



To properly describe the estimation procedure, a 2D notation is adopted in this section, that is, (i, j) identifies the spatial position of the indexed entities. The standard deviation of the noisy observed band g(i, j) is stated in homogeneous areas as sg (i; j) ¼ sn



(16:8)



Therefore, Equation 16.8 yields an estimate of sn, namely ^n, as the y-intercept of the horizontal regression line drawn on the scatterplot of ^g versus ^g, in which the symbol ^ denotes estimated values, and is calculated only on pixels belonging to homogeneous areas. Although methods based on scatterplots have been devised more than one decade ago for speckle noise assessment [9], the crucial point is the reliable identification of homogeneous areas. To overcome the drawback of a user-supervised method, an automatic procedure was developed [10] on the basis of the fact that each homogeneous area originates a cluster of scatterpoints. All these clusters are aligned along a horizontal straight line having the y-intercept equal to sn. Instead, the presence of signal edges and textures originates scatterpoints spread throughout the plot. The scatterplot relative to the whole band may be regarded as the joint PDF of the estimated local standard deviation to the estimated local mean. In the absence of any signal textures, the image is made up by uniform noisy patches; by assuming that the noise is stationary, the PDF is given by the superposition of as many unimodal distributions as the patches. Because the noise is independent of the signal, the measured variance does not depend on the underlying mean. Thus, all the above expectations are aligned along a horizontal line. The presence of textured areas modifies the ‘‘flaps’’ of the PDF, which still exhibit aligned modes, or possibly a watershed. The idea is to threshold the PDF to identify a number of points belonging to the most homogeneous image areas, large enough to yield
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a statistically consistent estimate and small enough to avoid comprising signal textures that, even if weak, might introduce a bias by excess. Now let us calculate the space-varying (auto)covariance of unity lag along either of the coordinate directions, say i and j, Cg (i, j;1, 0) D E{[g(i, j)  E(g(i, j))]  [g(i þ 1, j)  E(g(i þ 1, j))]} ¼ Cf (i, j;1, 0) þ rx  s2n ¼ (16:9) The term Cf (i, j;1, 0) on right-hand side of Equation 16.9 is identically zero in homogeneous areas in which sg (i, j) becomes equal to sn. Thus, Equation 16.9 becomes Cg (i, j;1, 0) ¼ rx  s2n ¼ rx  sg (i, j)  sg (i þ 1, j)



(16:10)



Hence, rx, and analogously ry, is estimated from those points, lying on the covariance-tovariance scatterplots, corresponding to homogeneous areas. To avoid calculating the PDF, the following procedure was devised: .



Within a (2m þ 1)  (2m þ 1) window, sliding over the image, calculate the local statistics of the noisy image to estimate its space-varying ensemble statistics: – average  g(i, j )  ^g(i, j )  g(i, j) ¼



1



m m X X



(2m þ 1)2



k¼m l¼m



g(i þ k, j þ l)



(16:11)



– RMS deviation from the average, ^g(i, j), with s ^g2 (i, j) ¼



1



m m X X



(2m þ 1)2  1



k¼m l¼m



[g(i þ k, j þ l)  g(i, j)]2



(16:12)



^g(i, j; 1, 0), given by – cross deviation from the average C ^ g (i, j;1, 0) ¼ C



m m X X



1 2



(2m þ 1)  1 k¼m l¼m



[g(i þ k, j þ l)  g(i, j)]  [g(i þ k þ 1, j þ l)  g(i þ 1, j)] (16:13)



.



^g(i, j; 1, 0) Draw scatterplots either of ^g(i, j ) versus ^g(i, j ) to estimate sn or of C versus ^g(i, j )  ^g(i þ 1, j ) to estimate rx.



.



Partition the scatterplot planes into an L  L array of rectangular blocks. Sort and label such blocks by decreasing population, that is, the number of scatter points: if C() denotes the cardinality of a set, then C(B(k))  C(B(k þ 1)), k ¼ 1, . . . , L2.



.



.



For each scatterplot, calculate a succession ofShorizontal regression lines, that is {^ n(k)}, from the set of scatter points {p j p 2 lk¼ 1 B(l)}.



The succession attains a steady value of the parameter after a number of terms that depend on the actual percentage of homogeneous points. The size of the partition and the stop criterion are noncrucial; however, a 100  100 array of blocks and the stop criterion is applied after processing 2–10% of points, depending on the degree of
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heterogeneity of the scene, are usually setup. The size of the processing window, that is, (2m þ 1)  (2m þ 1), is noncrucial if the noise is white. Otherwise, a size 7  7 to 11  11 is recommended, because too small a size will underestimate the covariance. It is noteworthy that, unlike most of the methods that rely on the assumption of white noise, the scatterplot method, which is easily adjustable to deal with signaldependent noise, can also accurately measure correlated noise, and is thus preferred in this context. To show an example of the estimation procedure, Figure 16.3a portrays band 25 extracted from the sequence acquired on the Cuprite Mine test site in 1997 by the AVIRIS instrument. On this image, homogeneous areas that contribute to the estimation procedure have been automatically extracted (Figure 16.3b). The scatterplot of local standard deviation to local mean is plotted in Figure 16.3c. Homogeneous areas cluster and determine the regression line whose y-intercept is the estimated standard deviation of noise. Eventually, the scatterplot of local one-lag covariance to local variance is reported in Figure 16.3d; the slope of the regression line represents the estimated correlation coefficient. (a)



(b)



(d) 2,000
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FIGURE 16.3 Estimation of noise parameters: (a) AVIRIS band 25 extracted from the sequence of Cuprite Mine test site acquired in 1997; (b) map of homogeneous areas that contribute to the estimation; (c) scatterplot of local standard deviation to local mean; the y-intercept of the regression line is the estimated standard deviation of noise; (d) scatterplot of local one-lag covariance to local variance; the slope of the regression line is the estimated correlation coefficient.
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Source Decorrelation via DPCM



Differential pulse code modulation is usually employed for reversible data compression. DPCM basically consists of a prediction stage followed by entropy coding of the resulting prediction errors. For the sake of clarity, we develop the analysis for a 1D fixed DPCM and extend its results to the case of 2D and 3D adaptive prediction [6,7,11,12]. Let ^ g(i) denote the prediction at pixel i obtained as a linear regression of the values of P previous pixels ^ g(i) ¼



P X



f(j)  g(i  j)



(16:14)



j¼1



in which {f(j), j ¼ 1,. . ., P} are the coefficients of the linear predictor and constant throughout the image. By replacing the additive noise model, one obtains ^ g(i) ¼ ^f (i) þ



P X



f(j)  n(i  j)



(16:15)



j¼1



in which ^f (i) ¼



P X



f(j)  f (i  j)



(16:16)



j¼1



represents the prediction for the noise-free signal expressed from its previous samples. Prediction errors of g are D



eg (i) ¼ g(i)  ^ g(i) ¼ ef (i) þ n(i) 



P X



f(j)  n(i  j)



(16:17)



j¼1 D f (i)  ^f (i) is the error the predictor would produce starting from noise-free in which ef (i) ¼ data. Both eg(i) and ef (i) are zero-mean processes, uncorrelated, and nonstationary. The zero-mean property stems from an assumption of local first-order stationarity, within the (P þ 1)-pixel window comprising the current pixel and its prediction support. Equation 16.17 is written as



eg (i) ¼ ef (i) þ en (i)



(16:18)



in which D



^(i) ¼ n(i)  en (i) ¼ n(i)  n



P X



f(j)  n(i  j)



(16:19)



j¼1



is the error produced when the correlated noise is predicted. The term en(i) is assumed to be zero mean, stationary, and independent of ef (i), because f and n are assumed to be independent of each other. Thus, the relationship among the variances of the three types of prediction errors becomes
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From the noise model in Equation 16.3, it is easily noticed that the term se2n is lower bounded by s«2n , which means that se2n  sn2  (1  r2). The optimum MMSE predictor for a first-order Markov model, like in Equation 16.3, is f(1) ¼ r and f( j) ¼ 0, j ¼ 2, . . . , P; it yields se2n ¼ sn2  (1  r2) ¼ s«2n , which can easily be verified. Thus, the residual variance of the noise after decorrelation may be approximated from the estimated variance of the correlated noise, that is, ^n2 , and from its estimated CC, ^, as ^n2  (1  r^2 ) s2en ﬃ s



(16:21)



The approximation is more accurate as the predictor attains the optimal MMSE performance.



16.3.4



Entropy Modeling



Given a stationary memoryless source S, uniquely defined by its PDF, p(x), having zero mean and variance s2, linearly quantized with a step size D, the minimum bit rate needed to encode one of its symbols is [13] R ﬃ h(S)  log2 D



(16:22)



in which h(S) is the differential entropy of S defined as h(S) ¼ 



ð1 1



p(x) log2 p(x) dx ¼



1 log2 (c  s2 ) 2



(16:23)



where 0 < c  2pe is a positive constant accounting for the shape of the PDF and attaining its maximum for a Gaussian function. Such a constant is referred in the following as the entropy factor. The approximation in Equation 16.22 holds for s  D, but is still acceptable for s > D [14]. Now, the minimum average bit rate Rg necessary to reversibly encode an integervalued sample of g, approximated as in Equation 16.22, in which prediction errors are regarded as an uncorrelated source G  {eg(i)} and are linearly quantized with a step size D ¼ 1 Rg ﬃ h(G) ¼



1 log2 (cg  s e2g ) 2



(16:24)



in which e2g is the average variance of eg(i). By averaging Equation 16.20 and replacing it in Equation 16.24, Rg may be written as Rg ¼



1 log2 [cg  (s e2f þ s2en )] 2



(16:25)



where ef2 is the average variance of sef2(i). If sef2 ¼ 0, then Equation 16.25 reduces to Rg  Rn ¼



1 log2 (cn  s2en ) 2



(16:26)
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in which cn ¼ 2pe is the entropy factor of the PDF of en, if n is Gaussian. Analogously, if se2n ¼ 0, then Equation 16.25 becomes Rg  Rf ¼



1 log2 (cf  s e2f ) 2



(16:27)



in which cf  2pe is the entropy factor of prediction errors of the noise-free image, which are generally non-Gaussian. The average entropy of the noise-free signal f in the case of correlated noise is given by replacing Equation 16.20 and Equation 16.21 in Equation 16.27 to yield Rf ¼



1 log2 {cf  [s e2g  (1  r2 )  s2n ]} 2



(16:28)



Since e2g can be measured during compression process by averaging se2g, cf is the only unknown parameter whose estimation is crucial for the accuracy of Rf. The determination of cf can be performed by modeling the PDF of ef through the PDF of eg and en. The generalized Gaussian density (GGD) model, which can properly represent these PDFs, is described in the next section. 16.3.5



Generalized Gaussian PDF



A model suitable for describing unimodal non-Gaussian amplitude distributions is achieved by varying the parameters n (shape factor) and s (standard deviation) of the GGD [15], which is defined as 



 n  h(n, s) pGG (x) ¼ exp{  [h(n, s)  jxj]n } 2  G(1=n)



(16:29)



where h(n, s) ¼



  1 G(3=n) 1=2 s G(1=n)



(16:30)



Ð and G() is the well-known Gamma function, that is, G(z) ¼ 01 tz  1 e t dt, z > 0. Since G(n) ¼ (n  1)!, when n ¼ 1, a Laplacian law is obtained; but, n ¼ 2 yields a Gaussian distribution. As limit cases, for n ! 0, pGG(x) becomes an impulse function, yet has extremely heavy tails and thus a nonzero s2 variance, whereas for n ! 1, pGG(x) approaches a uniform distribution having variance s2 as well. The shape parameter n rules the exponential rate of decay: the larger the n, the flatter the PDF; the smaller the n, the more peaked the PDF. Figure 16.4a shows the trend of the GG function for different values of n. The matching between a GGD and the empirical data distribution can be obtained following a maximum likelihood (ML) approach [16]. Such an approach has the disadvantage of a cumbersome numerical solution. Some effective methods, which are suitable for real-time applications, have been developed. They are based on fitting a parametric function (shape function) of the modeled source to statistics calculated from the observed data [17–19]. In Figure 16.4b, the kurtosis [19], Mallat’s [20] and entropy matching [18] shape functions are plotted as a function of the shape factor n for a unity variance GG. In the experiments carried out in this work, the method briefly introduced by Mallat [20] and then developed in greater detail by Sharifi and Leon-Garcia [17] has been adopted.
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FIGURE 16.4 (a) Unity-variance GG density plotted for several n’s; (b) shape functions of a unity-variance GG PDF as a function of the shape factor n.



16.3.6



Information Theoretic Assessment



Let us assume that the real-valued eg(i) may be modeled as a GGD. From Equation 16.24, the entropy function is 1 log2 (cg ) ¼ Rg  log2 (s eg ) ¼ FH (neg ) 2



(16:31)



in which neg is the shape factor of eg(i), the average rate of which, Rg, has been set equal to the entropy H of the discrete source. The neg is found by inverting either the entropy function FH(neg) or any other shape function; in that case, the eg(i) produced by DPCM, instead of its variance, is directly used. Eventually, the parametric PDF of the uncorrelated observed source eg(i) is available. The term eg(i) is obtained by adding a sample of white non-Gaussian noise of variance se2n , approximately equal to (1  r2)  sn2 , to a sample of the noise-free uncorrelated nonGaussian signal ef (i). Furthermore, ef (i) and en(i) are independent of each other. Therefore, the GG PDF of eg previously found is given by the linear convolution of the unknown pef(x) with a GG PDF having variance se2n and shape factor nen. By assuming that the PDF of the noise-free residues, pef(x), is GG as well, its shape factor nef can be obtained starting from the forward relationship pGG [s eg , neg ](x) ¼ pGG [



qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ s e2g  s2en , nef ](x) pGG [sen , nen ](x)



(16:32)



by deconvolving the PDF of noise residue from that of noisy signal residue. In a practical implementation, the estimated value of nef is found such that the direct convolution at the right-hand side of Equation 16.32 yields a GGD, whose shape factor matches neg as much as possible. Eventually, the estimated shape factor ^ef is used to determine the entropy function 1 log2 (cf ) ¼ FH (^ ne f ) 2



(16:33)
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which is replaced in Equation 16.28 to yield the entropy of the noise-free signal Rf  H(S). Figure 16.2 summarizes the overall procedure. The mutual information is simply given as the difference between the rate of the decorrelated source and the rate of the noise. The extension of the procedure to 2D and 3D signals, that is, to digital images and sequences of digital images, is straightforward. In the former case, 2D prediction is used to find eg, and two correlation coefficients, rx and ry, are to be estimated for the noise, since its variance after decorrelation is approximated as sn2(1  r2x)(1  r2y), by assuming a separable 2D Markov model. Analogously, Equation 16.7 that defines the estimated value of a sample of correlated noise is extended as vﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ u N2 u     [g(i, j)  g(i, j)] ^(i, j) ¼ t n m 1rm y x (N2  1 þ 2rx 1r 1 þ 2r y 1r 1r x



(16:34)



y



in which N ¼ 2m þ 1 is the length of the side of the square window on which the average  g(i, j) is calculated. The 3D extension is more critical because a sequence of images may have noise variances and spatial CCs different for each image. Moreover, it is often desirable to estimate entropy and mutual information of the individual images of the sequence. Therefore, each image is decorrelated both spatially and along the third dimension by using a 3D prediction.



16.4



Experimental Results



The results presented in this section refer to AVIRIS and ASTER sensors. Such sensors can be considered as representatives of hyperspectral and superspectral instruments, respectively. Apart from specific design characteristics (e.g., only ASTER has TIR channels), their main difference for users consists in the spectral resolution that is particularly high (10 nm) for AVIRIS, thus yielding the acquisition of a consistent number of spectral bands (224). An obvious question would be to assess to what extent such a high spectral resolution and large number of bands may correspond to an increase in information content. Although it is not possible to answer this and it would require the definition of an ideal experiment in which the same scene would be acquired with two ideal sensors differing in spectral resolution only, some careful consideration is, however, possible by referring to the mutual information measured for the two sensors.



16.4.1



AVIRIS Hyperspectral Data



Hyperspectral imaging sensors provide a thorough description of a scene in a quasicontinuous range of wavelengths [21]. A huge amount of data is produced for each scene: problems may arise for transmission, storage, and processing. In several applications, the whole set of data is redundant and therefore it is difficult to seek the intrinsically embedded information [22]. Hence, a representation of the data that allows essential information to be condensed in a few basic components is desirable to expedite scene analysis [23]. The challenging task of hypervariate data analysis may be alleviated by
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resorting to information theoretic methods capable of quantifying the information content of the data that are likely to be useful in application contexts [3,24]. The proposed information theoretic procedure was run on a hyperspectral image having 224 spectral bands. The image was acquired in 1997 by the AVIRIS operated by NASA/JPL on the Cuprite Mine test site in Nevada. AVIRIS sequences are constituted by 224 bands recorded at different wavelengths in the range 380–2500 nm, with a spectral separation between two bands of 10 nm nominally. The sensor acquires images pixel by pixel (whisk-broom), recording the spectrum of each pixel. The size of an image is 614 pixels in the across-track direction, while the size in the along-track direction is variable and limited only by the onboard mass storage capacity. The instantaneous field of view (IFOV) is about 1 mrad, which means that, at the operating height of 20 km, the spatial resolution is about 20 m. The sequence was acquired by the sensor with the 12-bit analog-to-digital converter (ADC) introduced in 1995 in substitution of the 10-bit ADC originally designed in 1987. All the data are radiometrically calibrated and expressed as radiance values (i.e., power per surface, solid angle, and wavelength units). The AVIRIS system features four distinct spectrometers capable of operating in the visible (VIS) (380–720 nm), NIR (730–1100 nm), and in the first and second part of the SWIR interval (1110–2500). The three transition regions of the spectrum are covered by two adjacent spectrometers, whose bands are partially overlapped. The Cuprite Mine image for which results are reported is the fourth 614  512 portion of the full image composed of four consecutive 614  512 frames. A sample of six bands, four acquired in the blue, green, red, and NIR wavelengths, two in the SWIR wavelengths, is shown in Figure 16.5. The first step of the procedure concerns noise estimation of all 224 bands. Across-track and along-track CCs of the noise, that is, rx and ry, are plotted against band number in (a)



(b)



(c)



(d)



(e)



(f)



FIGURE 16.5 Sample bands from Cuprite Mine AVIRIS hyperspectral image (128  128, detail): (a) blue wavelength (band 8); (b) green (band 13); (c) red (band 23); (d) near infrared (band 43); (e) lower short-wave infrared (band 137); (f) upper short-wave infrared (band 181).
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FIGURE 16.6 Noise parameters of test AVIRIS hyperspectral image plotted against band number: (a) CC across track, rx; (b) CC along track, ry; (c) CC along spectral direction, rl; (d) square root of noise variance, sn; (e) shape factor of GGmodeled noise PDF, nn (average 2.074); (f) SNR.



Figure 16.6a and Figure 16.6b, respectively. The CCs exhibit similar values (averages of 0.403 versus 0.404), showing that the data have been properly preprocessed to eliminate any striping effect possibly caused by the scanning mechanism that produces the images line by line following the motion of the airborne platform (track). Apart from the transition between the first and the second spectrometers, marked losses of correlation are noticed around changes between the other spectrometers. The spectral CC of the noise
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(Figure 16.6c) seems rather singular: apart from the absorption bands, all the spectrometers exhibit extremely high values (average of 0.798), probably originated by preprocessing along the spectral direction aimed at mitigating structured noise patterns occurring in the raw data [3]. The measured standard deviation of correlated noise is drawn in Figure 16.6d; the noise follows the typical spectral distribution provided by JPL as NER [14]; the average value of its standard deviation is 32.86. Figure 16.6e shows that the noise of AVIRIS data is Gaussian with good approximation (average shape factor 2.074), as assumed in earlier works [25,3], with the noise shape factor rather stable around 2. Eventually, Figure 16.6f demonstrates that the SNR is almost uniform, varying with the wavelength, apart from the absorption bands, and close to values greater than 35 dB (average of 33.03 dB). This feature is essential for the analysis of spectral pixels, for which a uniform SNR is desirable. Once all noise parameters had been estimated, the information theoretic assessment procedure was run on the AVIRIS data set. Figure 16.7 reports plots of information parameters varying with band number (not exactly corresponding to wavelength because every couple of adjacent spectrometers yields duplicate bands at the same wavelengths).
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FIGURE 16.7 Information parameters of test AVIRIS hyperspectral image plotted against band number: (a) code rate of noisy radiance, Rg, approximating H(S^ ); (b) noise entropy, Rn, corresponding to H(S^jS ); (c) mutual information, I(S; S^), given by Rg  Rn (average 0.249); (d) entropy of noise-free radiance, H(S), given by Rf obtained by inverting the parametric source entropy model.
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The entropy of noisy radiance was approximated by the code bit rates provided by the RLP 3D encoder [12], working in reversible mode, that is, without quantization (roundoff to integer only) of prediction residues. The entropy of the estimated noise (Rn), plotted in Figure 16.7b, follows a trend similar to that of bit rate (Rg) in Figure 16.7a, which also reflects the trend of noise variance (Figure 16.6d) with the only exception of the first spectrometer. Rg has an average value of 4.896 bit per radiance sample, Rn of 4.647. The mutual information, given by the difference of the two former plots and drawn in Figure 16.7c, reveals that the noisiness of the instrument has destroyed most of noisefree radiance information. Only an average of 0.249 bit survived. Conversely, the radiance information varying with band number would approximately be equal to that shown in Figure 16.7d (about 3.57 bits, in average) if the recording process were ideally noise-free. According to the assumed distortion model of spectral radiance, its entropy must be zero whenever the mutual information is zero as well. This condition occurs only in the absorption bands, where SNR is low, thereby validating the implicit relationship between SNR and information.



16.4.2



ASTER Superspectral Data



Considerations on the huge amount of produced data and the opportunity to characterize the basic components in which information is condensed also apply for superspectral sensors like ASTER [26]. In fact, the number of spectral bands is moderate, but the swath width is far wider than that of hyperspectral sensors and therefore the data volume is still huge. The proposed information theoretic procedure was run on the ASTER superspectral image acquired on the area of Mt. Fuji and made available by Earth Remote Sensing Data Analysis Center (ERSDAC) of Ministry of Economy, Trade, and Industry of Japan (METI). L1B data, that is, georeferenced and radiometrically corrected, were analyzed. ASTER collected data in 14 channels of VNIR, SWIR, and TIR spectral range. Images had different spatial, spectral, and radiometric resolutions. The main characteristics of the ASTER data are reported in Table 16.1. Figure 16.8 shows details of the full size test image. Three out of the 14 ASTER bands are reported as representative of VNIR, SWIR, and TIR spectral intervals. The relative original spatial scale has been maintained between images, while contrast has been enhanced to improve visual appearance. The first step of the procedure concerns noise estimation of all 14 bands. Across-track and along-track CCs of the noise, that is, rx and ry, are plotted against band number in Figure 16.9a and Figure 16.9b, respectively. In the former, the correlation of noise is lower in VNIR and SWIR bands than in TIR ones, whereas in the latter this behavior is opposite. This can easily be explained since VNIR and SWIR sensors are push-broom imagers that TABLE 16.1 Spectral, Spatial, and Radiometric Resolution of ASTER Data VNIR (15 m–8 bit/sample) (mm) Band 1: 0.52–0.60 Band 2: 0.63–0.69 Band 3: 0.76–0.86



SWIR (30 m–8 bit/sample) (mm) Band 4: 1.600–1.700 Band 5: 2.145–2.185 Band 6: 2.185–2.225 Band 7: 2.235–2.285 Band 8: 2.295–2.365 Band 9: 2.360–2.430



TIR (90 m–12 bit/sample) (mm) Band 10: Band 11: Band 12: Band 13: Band 14:



8.125–8.475 8.475–8.825 8.925–9.275 10.25–10.95 10.95–11.65
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(b)



(c)



FIGURE 16.8 Detail of ASTER superspectral test image: (a) VNIR band 2, resolution 15 m; (b) SWIR band 6, resolution 30 m; (c) TIR band 12, resolution 90 m.



acquire data along-track, whereas the TIR sensor is a whisk-broom device that scans the image across-track. Therefore, in VNIR and SWIR bands, the same sensor element produces a line in the along-track direction and the noise CC results higher along that direction. The spectral CC of the noise is reported in Figure 16.9c. The CC values are rather low, in contrast to hyperspectral sensors where preprocessing along the spectral direction, aimed at mitigating structured noise patterns occurring in the raw data [3], can introduce significant correlation among bands. The CC values of bands 1, 4, and 10 in Figure 16.9c have been arbitrarily set equal to 0, because a previous reference band is not available for the measurement. The measured standard deviation of correlated noise is drawn in Figure 16.9d where two curves are plotted to take into account that the ADC of the TIR sensor has 12 bits, while the ADCs of the VNIR and SWIR sensors have 8 bits. The solid line refers to the acquired data and suggests that the VNIR and SWIR data are less noisy than those of TIR. The dashed line has been obtained by rescaling the 8-bit VNIR and SWIR data to the 12-bit dynamic range of TIR sensor; it represents a likely indicator of the noisiness of the VNIR and SWIR data if they were acquired with a 12-bit ADC. Therefore, it is evident that TIR data are less noisy than the others, as shown in the SNR plot reported in Figure 16.9f. In fact, the SNR values of TIR bands are higher than in the other bands because of the 12-bit dynamic range of the sensor and the low value of the standard deviation of the noise, once the data have been properly rescaled. As a further consideration, Figure 16.9d and Figure 16.9f evidence that the standard deviation of the noise of ASTER data in all bands is rather low and, conversely, the SNR is somewhat high when compared to other satellite imaging sensors.



C.H. Chen/Image Processing for Remote Sensing



66641_C016 Final Proof



page 372 3.9.2007 2:02pm Compositor Name: JGanesan



Image Processing for Remote Sensing



372 (b) 0.6



0.6



0.5



0.5



Noise CC along track



Noise CC across track



(a)



0.4 0.3 0.2 0.1 0



0.3 0.2 0.1 0



0.1



0.1



0.2



0.2



0.3



0



2



4



6 8 10 Band number



12



0.3



14



(c) 0.7



10



0.6



9



0.5



2



4



6 8 10 Band number



12



14



0.4 0.3 0.2 0.1 0 0.1



8 7 6 5 4 3 2 1



0.2 0.3



0



2



4



6 8 10 Band number



12



0



14



(e)



0



2



4



6 8 10 Band number



12



14



0



2



4



6 8 10 Band number



12



14



(f) 55



2.5



50



2 SNR (dB)



Noise GG shape factor



0



(d)



Noise standard deviation



Noise CC along wavelength



0.4



1.5 1



45 40 35



0.5 30 0 0



2



4



6 8 10 Band Number



12



14



25



FIGURE 16.9 Noise parameters of test ASTER superspectral image plotted against band number: (a) CC across track, rx; (b) CC along track, ry; (c) CC along spectral direction, rl; (d) square root of noise variance, sn: solid line represents values relative to data with their original dynamic range; dashed line plots values of VNIR and SWIR data rescaled to match the dynamic range of TIR; (e) shape factor of GG-modeled noise PDF, nn; (f) SNR.



Eventually, Figure 16.9e plots the noise shape factor. Conversely, from AVIRIS, the noise shape factor is rather different from 2, thereby suggesting that the noise might be non-Gaussian. This apparent discrepancy is due to an inaccuracy in the estimation procedure and probably occurs because the noise level in VNIR and SWIR bands is low (in the 8-bit scale) and hardly separable from weak textures.
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Once all noise parameters had been estimated, the information theoretic assessment procedure was run on the ASTER data set. The entropy of observed images was again approximated by the code bit rates provided by the RLP 3D encoder [12], working in reversible mode. Owing to the different spatial scales of ASTER images in VNIR, SWIR, and TIR spectral range, each data set has been processed separately. Therefore, the 3D prediction has been carried out for each spectrometer. As a consequence, the decorrelation of the first image of each data set cannot exploit the correlation with the spectrally preceding band. Thus, the code rate Rg, and consequently Rn and Rf, is inflated for bands 1, 4, 10 (some tenths of bit for bands 1, 4, and roughly 1 bit for band 10). Figure 16.10 reports plots of information parameters varying with band numbers. Entropies are higher for TIR bands than for the others because of the 12-bit ADC. The bit rate Rg is reported in Figure 16.10a. The inflation effect is apparent for band 10 and hardly recognizable for bands 1 and 4. The high value of Rg for band 3 is due to the response of vegetation that introduces a strong variability in the observed scene and makes band 3 strongly uncorrelated with the other VNIR bands. Such variability represents an increase in information that is identified and measured by the entropy values.
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FIGURE 16.10 Information parameters of test ASTER superspectral image plotted against band number: (a) code rate of observed data, Rg, approximating H(S^ ); (b) noise entropy, Rn, corresponding to H(S^jS); (c) mutual information, I(S, S^), given by Rg  Rn; (d) entropy of noise-free data, H(S), given by Rf obtained by inverting the parametric source entropy model.
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The entropy of the estimated noise, plotted in Figure 16.10b, follows a trend similar to that of bit rate in Figure 16.10a, with a noticeable difference in band 3 (NIR), where the information presents a peak value, as already noticed. The mutual information, I(S; S^), given by the difference of the two former plots and drawn in Figure 16.10c has retained a significant part of noise-free radiance information. In fact, the radiance information varying with the band number is consistent with that shown in Figure 16.10d. This happens because the recording process is weakly affected by the noise. According to the assumed model, when the noise level is low and does not affect the observation significantly, the entropy of the noise-free source must show the same trend of the mutual information and the entropy of the observed data.



16.5



Conclusions



A procedure for information theoretic assessment of multi-dimensional remote-sensing data has been described. It relies on robust noise parameters estimation and advanced lossless compression to calculate the mutual information between the noise-free bandlimited analog signal and the acquired digitized signal. Also, because of the parametric entropy modeling of information sources, it is possible to upper bound the amount of information generated by an ideally noise-free process of sampling and digitization. The results on image sequences acquired by AVIRIS and ASTER imaging sensors offer an estimation of the true and hypothetical information contents of each spectral band. In particular, for a single spectral band, mutual information of ASTER data results higher than that of AVIRIS. This is not surprising and is due to the nature of hyperspectral data that are strongly correlated and thus well predictable, apart from the noise. Therefore, a hyperspectral band usually exhibits mutual information lower than that of a superspectral band. Nevertheless, the sum of the mutual information of the hyperspectral bands on a given spectral interval should be higher than the mutual information of only one band covering the same spectral interval. Interesting considerations should stem from future work devoted to the analysis of data of a same scene acquired at the same time by different sensors.
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N



Northern California Pacific Ocean



Wave Direction (306ⴗ)



Gualala River



Range



Study-Site Box (512 3 512)



Flight Direction (Azimuth) FIGURE 1.1 An L-band, VV-pol, AIRSAR image, of northern California coastal waters (Gualala River dataset), showing ocean waves propagating through a study-site box.
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FIGURE 1.4 Orientation angle spectra versus wave number for azimuth direction waves propagating through the study site. The white rings correspond to 50 m, 100 m, 150 m, and 200 m. The dominant wave, of wavelength 157 m, is propagating at a heading of 3068.
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Incidence Angle (degrees) FIGURE 1.6 Small perturbation model dependence of alpha on the incidence angle. The red curve is for a dielectric constant representative of sea water (80–70j) and the blue curve is for a perfectly conducting surface.
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FIGURE 1.7 Derivative of alpha with respect to the incidence angle. The red curve is for a sea water dielectric and the blue curve is for a perfectly conducting surface.
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FIGURE 1.9 Spectrum of waves in the range direction using the alpha parameter from the Cloude–Pottier decomposition method. Wave direction is 3068 and dominant wavelength is 162 m.
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FIGURE 1.19 (a and b) (a) Variations in anisotropy at low wind speeds for a filament of colder, trapped water along the northern California coast. The roughness changes are not seen in the conventional VV-pol image, but are clearly visible in (b) an anisotropy image. The data is from coastal waters near the Mendocino Co. town of Gualala.
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L-band, vv-pol image FIGURE 1.20 (a) Image of anisotropy values. The quantity, 1-A, is proportional to small-scale surface roughness and (b) a conventional L-band VV-pol image of the study area.
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FIGURE 1.21 Alpha-entropy scatter plot for the image study area. The plot is divided into eight color-coded scattering classes for the Cloude–Pottier decomposition described in Ref. [6].



FIGURE 1.22 Classification of the slick-field image into H/  scattering classes.
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FIGURE 1.23 (a) L-band, HH-pol image of a second study image (CM6744) containing two strong spiral eddies marked by natural biogenic slicks and (b) classification of the slicks marking the spiral eddies. The image features were  values combined with the Wishart classifier. classified into eight classes using the H–



FIGURE 1.24  14 scattering classes. The Classes 1–7 correspond to anisotropy Classification of the slick-field image into H/A/ A values 0.5 to 1.0 and the classes 8–14 correspond to anisotropy A values 0.0 to 0.49. The two lighter blue vertical features at the lower right of the image appear in all images involving anisotropy and are thought to be smooth slicks of lower concentration.
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(c) Test map
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FIGURE 10.1 False color image of the DC Mall data set (generated using the bands 63, 52, and 36) and the corresponding ground-truth maps for training and testing. The number of pixels for each class are shown in parenthesis in the legend.



C.H. Chen/Image Processing for Remote Sensing 66641_plates Final Proof



page 10



3.9.2007 1:59pm Compositor Name: JGanesan



(b) Training map (a) Centre data



Water (824) Trees (820) Meadows (820) Self-Blocking Bricks (820) Bare Soil (820) Asphalt (816) Bitumen (816) Tiles (816) Shadow (816)



(c) Test map



Water (65971) Trees (7508) Meadows (3090) Self-Blocking Bricks (2685) Bare Soil (6584) Asphalt (9248) Bitumen (7287) Tiles (42826) Shadow (2863)



FIGURE 10.2 False color image of the Centre data set (generated using the bands 68, 30, and 2) and the corresponding groundtruth maps for training and testing. The number of pixels for each class are shown in parenthesis in the legend. (A missing vertical section in the middle was removed.)
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(b) Training map (a) University data



Asphalt (548) Meadows (540) Gravel (392) Trees (524) (Painted) Metal shoots (265) Bare Soil (532) Bitumen (375) Self-Blockin Bricks (514) Shadow (231)



(c) Test map



Asphalt (6831) Meadows (18641) Gravel (2099) Trees (3064) (Painted) Metal shoots (1345) Bare Soil (5029) Bitumen (1330) Self-Blockin Bricks (3682) Shadow (947)



FIGURE 10.3 False color image of the University data set (generated using the bands 68, 30, and 2) and the corresponding ground-truth maps for training and testing. The number of pixels for each class are shown in parenthesis in the legend.
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(b) More compact sub-regions after splitting the region in (a)
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(c) A large connected region formed by merging pixles labeled as tiled in Centre data



(d) More compact sub-regions after splitting the region in (c)



FIGURE 10.11 Examples for the region segmentation process. The iterative algorithm that uses mathematical morphology operators is used to split a large connected region into more compact subregions.
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(c) Quadratic Gausian



FIGURE 10.12 Final classification maps with the Bayesian pixel and region-level classifiers and the quadratic Gaussian classifier for the DC Mall data set. Class color codes were listed in Figure 10.1.
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(c) Quadratic Gaussian



FIGURE 10.13 Final classification maps with the Bayesian pixel and region-level classifiers and the quadratic Gaussian classifier for the Centre data set. Class color codes were listed in Figure 10.2.



(a) Pixel level Bayesian



(b) Region level Bayesian



(c) Quadratic Gaussian



FIGURE 10.14 Final classification maps with the Bayesian pixel and region-level classifiers and the quadratic Gaussian classifier for the University data set. Class color codes were listed in Figure 10.3.
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FIGURE 11.1 Example of multi-sensor visualization of an oil spill in the Baltic Sea created by combining an ENVISAT ASAR image with a Radarsat SAR image taken a few hours later.
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Sensor-specific neural net



P(w|x1) Multisensor fusion net Image data Sensor 1 Sensor-specific neural net P(w|xp)



Image data Sensor p Classified image FIGURE 11.4 Network architecture for decision-level fusion using neural networks.
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FIGURE 12.13 Greenness versus brightness, (a) original multi-spectral, (b) HT fusion, (c) PCA fusion.
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FIGURE 12.16 (a) Original p multi-spectral, (b)Result of ETMþ and Radarsat image fusion with HT (Gaussian window with ﬃﬃﬃ spread s ¼ 2 and window spacing d ¼ 4) (RGB composition 5–4–3).
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FIGURE 12.17 Greenness versus brightness, (a) original multi-spectral, (b) LANDSAT–SAR fusion with HT.
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(c)
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FIGURE 13.9 MLP sea ice classification maps obtained using (a) ERS, (b) RADARSAT, (c) ERS and RADARSAT, (d) ERS, RADARSAT, and Meteor images. The classifiers’ parameters are given in Table 13.4.
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FIGURE 13.10 LDA sea ice classification maps obtained using: (a) ERS; (b) RADARSAT; (c) ERS and RADARSAT; and (d) ERS, RADARSAT, and Meteor images.
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FIGURE 15.12 Ground-truth data for training.
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