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SET THEORY



1. Sets and Functions 8.1. Basic definitions. Mathematics habitually deals with "sets" made up of "elements" of various kinds, e.g., the set of faces of a polyhedron, the set of points on a line, the set of all positive integers, and so on. Because of their generality, it is hard to define these concepts in a way that does more than merely replace the word "set" by some equivalent term like "class," "family," "collection," etc. and the word "element" by some equivalent term like "member." We will adopt a "naive" point of view and regard the notions of a set and the elements of a set as primitive and well-understood. The set concept plays a key role in modern mathematics. This is partly due to the fact that set theory, originally developed towards the end of the nineteenth century, has by now become an extensive subject in its own right. More important, however, is the great influence which set theory has exerted and continues to exert on mathematical thought as a whole. In this chapter, we introduce the basic set-theoretic notions and notation to be used in the rest of the book. Sets will be denoted by capital letters like A , B, . . . , and elements of sets by small letters like a, b, . . . . The set with elements a, b, c, . . . is often denoted by {a, b, c, . . .), i.e., by writing the elements of the set between curly brackets. For example, {I) is the set whose only member is I , while {I, 2, . . . , n, . . .) is the set of all positive integers. The statement "the element a belongs to the set A" is written symbolically as a G A , while a $ A means that "the element a does not belong to the set A." If every element of a set A also belongs to a set B, we say that A is a subset of the set B and write A c B or B 3 A (also read as " A is contained in B" or
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"B contains A"). For example, the set of all even numbers is a subset of the set of all real numbers. We say that two sets A and B are equal and write A = B if A and B consist of precisely the same elements. Note that A = B if and only if A c B and B c A, i.e., if and only if every element of A is an element of B and every element of B is an element of A. If A c B but A # B, we call A aproper subset of B. Sometimes it is not known in advance whether or not a certain set (for example, the set of roots of a given equation) contains any elements at all. Thus it is convenient to introduce the concept of the empty set, i.e., the set containing no elements at all. This set will be denoted by the symbol %. The set % is clearly a subset of every set (why?). AUB



A



n~



1.2. Operations on sets. Let A and B be any two sets. Then by the sum or union of A and B, denoted by A u B, is meant the set consisting of all elements which belong to at least one of the sets A and B (see Figure 1). More generally, by the sum or union of an arbitrary number (finite or infinite) of sets A, (indexed by some parameter a ) , we mean the set, denoted by



of all elements belonging to at least one of the sets A,. By the intersection A n B of two given sets A and B, we mean the set consisting of all elements which belong to both A and B (see Figure 2). For example, the intersection of the set of all even numbers and the set of all integers divisible by 3 is the set of all integers divisible by 6. By the intersection of an arbitrary number (finite or infinite) of sets A,, we mean the set, denoted by Au,



n



of all elements belonging to every one of the sets A,. Two sets A and B are said to be disjoint if A n B = @ , i.e., if they have no elements in common. More generally, let F be a family of sets such that A n B = % for every pair of sets A, B in F.Then the sets in 9are said to be pairwise disjoint.
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It is an immediate consequence of the above definitions that the operations U and n are commutative and associative, i.e., that AUB=BUA,



(AUB)UC=AU(BUC),



AnB=BnA,



(AnB)nC=An(BnC).



u and n obey the following distributive laws: (A u B) n C = (A n C) u (B n C), (1) (A n B) u c = (A u C) n (B u c). (2) For example, suppose x E (A u B) n C, so that x belongs to the left-hand Moreover, the operations



A-B



AAB



side of (1). Then x belongs to both C and A u B, i.e., x belongs to both C and at least one of the sets A and B. But then x belongs to at least one of the sets A n C and B n C, i.e., x E (A n C) u (B n C), so that x belongs to the right-hand side of (1). Conversely, suppose x E (A n C) u (B n C). Then x belongs to at least one of the two sets A n C and B n C. It follows that x belongs to both C and at least one of the two sets A and B, i.e., x E C and x E A U B or equivalently x E (A u B) n C. This proves (I), and (2) is proved similarly. By the dzfference A - B between two sets A and B (in that order), we mean the set of all elements of A which do not belong to B (see Figure 3). Note that it is not assumed that A 3 B. It is sometimes convenient (e.g., in measure theory) to consider the symmetric diference of two sets A and B, denoted by A n B and defined as the union of the two differences A - B and B - A (see Figure 4): A n B = (A - B) v (B- A). We will often be concerned later with various sets which are all subsets of some underlying basic set R, for example, various sets of points on the real line. In this case, given a set A, the difference R - A is called the complement of A, denoted by CA.
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An important role is played in set theory and its applications by the following "duality principle": R-



u A,= n ( R - A,), a



a



(3)



In words, the complement of a union equals the intersection of the complements, and the complement of an intersection equals the union of the complements. According to the duality principle, any theorem involving a family of subsets of a fixed set R can be converted automatically into another, "dual" theorem by replacing all subsets by their complements, all unions by intersections and all intersections by unions. To prove (3), suppose



XER-



UA,. a



(5)



Then x does not belong to the union



U A,,



(6)



i.e., x does not belong to any of the sets A,. It follows that x belongs to each of the complements R - A,, and hence



n ( R - A,). a



(7)



Conversely, suppose (7) holds, so that x belongs to every set R - A,. Then x does not belong to any of the sets A,, i.e., x does not belong to the union ( 6 ) , or equivalently ( 5 ) holds. This proves (3), and (4) is proved similarly (give the details).



Remark. The designation "symmetric difference" for the set A A B is not too apt, since A A B has much in common with the sum A u B. In fact, in A u B the two statements " x belongs to A" and " x belongs to B" are joined by the conjunction "or" used in the "either. . . o r . . . or b o t h . . ." sense, while in A a B the same two statements are joined by "or" used in the ordinary "either . . . or . . ." sense (as in "to be or not to be"). In other words, x belongs to A u B if and only if x belongs to either A or B or both, while x belongs to A A B if and only if x belongs to either A or B but not both. The set A A B can be regarded as a kind of "modulo-two sum" of the sets A and B , i.e., a sum of the sets A and B in which elements are dropped if they are counted twice (once in A and once in B). 1.3. Functions and mappings. Images and preimages. A rule associating a unique real number y = f ( x ) with each element of a set of real numbers X is said to define a (real) function f on X. The set X is called the domain (of dejnition) off, and the set Y of all numbers f ( x ) such that x E X i s called the range off.
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More generally, let M and N be two arbitrary sets. Then a rule associating a unique element b = f (a) E N with each element a E M is again said to define a function f on M (or a function f with domain M). In this more general context, f is usually called a mapping of M into N. By the same token, f is said to map M into N (and a into b). If a is an element of M , the corresponding element b = f (a) is called the image of a (under the mapping f ) . Every element of M with a given element b E N as its image is called apreimage of b. Note that in general b may have several preimages. Moreover, N may contain elements with no preimages at all. If b has a unique preimage, we denote this preimage by f -l(b). If A is a subset of M , the set of all elements f (a) E N such that a E A is called the image of A , denoted by f (A). The set of all elements of M whose images belong to a given set B c N is called the preimage of B , denoted by f -l(B). If no element of B has a preimage, then f -l(B) = a . A function f is said to map M into N iff ( M ) c N , as is always the case, and onto N iff ( M ) = N.l Thus every "onto mapping" is an "into mapping," but not conversely. Suppose f maps M onto N. Then f is said to be one-to-one if each element b E N has a unique preimage f-'(b). In this case, f is said to establish a one-to-one correspondence between M and N, and the mapping f -l associating f -l(b) with each b E N is called the inverse off. THEOREM 1. The preimage of the union of two sets is the union of the preimages of the sets: f-l(A u B) = f-'(A) u f -l(B).



Proof. If x E f-l(A u B), then f ( x ) E A U B , so that f ( x ) belongs to at least one of the sets A and B. But then x belongs to at least one of the sets f-l(A) and f-l(B), i.e., x Ef-l(A) Uf-'(B). Conversely, if x E f-l(A) u f p l ( B ) , then x belongs to at least one of the sets f -l(A) and f-l(B). Therefore f ( x ) belongs to at least one of the sets A and B , i.e., f ( x ) E A u B. But then x E f -l(A u B). 1 2 THEOREM 2. The preimage of the intersection of two sets is the intersection of the preimages of the sets: f - l ( A n B) = f-l(A) n f - l ( ~ ) . Proof. If x E f -l(A n B ) , then f ( x ) E A n B , so that f ( x ) E A and f ( x ) E B. But then x E f -'(A) and x E f-'(B), i.e., x E f-'(A) n f-'(B). Conversely, if x E f -l(A) n f -l(B), then x E f -'(A) and x E f -l(B). Therefore f ( x ) E A and f ( x ) E B , i.e., f ( x ) E A n B. But then x E f - l ( ~ n ~ )I . As in the case of real functions, the set f ( M ) is called the range offi The symbol stands for Q.E.D. and indicates the end of a proof.
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THEOREM 3. The image of the union of two sets equals the union of the images of the sets : f (A u B) =f (A) U f (B). Proof. Ify Ef (A u B), then y = f (x) where x belongs to at least one of the sets A and B. Therefore y =f (x) belongs to at least one of the sets f (A) and f (B), i s . , y E f (A) u f (B). Conversely, if y E f (A) uf (B), then y = f (x) where x belongs to at least one of the sets A and B, i.e., x E A u B and hence y = f (x) E f ( A UB). I Remark I . Surprisingly enough, the image of the intersection of two sets does not necessarily equal the intersection of the images of the sets. For example, suppose the mapping f projects the xy-plane onto the x-axis, carrying the point (x, y ) into the (x, 0). Then the segments 0 < x < 1, y = 0 and 0 < x < 1, y = 1 do not intersect, although their images coincide. Remark 2. Theorems 1-3 continue to hold for unions and intersections of an arbitrary number (finite or infinite) of sets A,:
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assigned to the same class as a , but then a cannot be assigned to the same class as b , since a < b. Moreover, since a is not greater than itself, a cannot even be assigned to the class containing itself! As another example, it is impossible to partition the points of the plane into classes by assigning two points to the same class if and only if the distance between them is less than 1. In fact, if the distance between a and b is less than 1 and if the distance between b and c is less than 1, it does not follow that the distance between a and c is less than 1. Thus, by assigning a to the same class as b and b to the same class as c , we may well find that two points fall in the same class even though the distance between them is greater than 1! These examples suggest conditions which must be satisfied by any criterion if it is to be used as the basis for partitioning a given set into classes. Let M be a set, and let certain ordered pairs ( a , b ) of elements of M be called "labelled." If ( a , b) is a labelled pair, we say that a is related to b by the (binary) relation R and write u R ~ For . ~ example, if a and b are real numbers, aRb might mean a < b , while if a and b are triangles, aRb might mean that a and b have the same area. A relation between elements of M is called a relation on M if there is at least one labelled pair ( a , b) for every a E M . A relation R on M is called an equivalence relation (on M ) if it satisfies the following three conditions: 1 ) Reflexivity: aRa for every a E M; 2) Symmetry: If aRb, then bRa; 3) Transitivity: If aRb and bRc, then aRc.



11.4. Decomposition of a set into classes. Equivalence relations. Decompositions of a given set into pairwise disjoint subsets play an important role in a great variety of problems. For example, the plane (regarded as a point set) can be decomposed into lines parallel to the x-axis, three-dimensional space can be decomposed into concentric spheres, the inhabitants of a given city can be decomposed into different age groups, and so on. Any such representation of a given set M a s the union of a family of pairwise disjoint subsets of M is called a decomposition or partition of M into classes. A decomposition is usually made on the basis of some criterion, allowing us to assign the elements of M to one class or another. For example, the set of all triangles in the plane can be decomposed into classes of congruent triangles or into classes of triangles of equal area, the set of all functions of x can be decomposed into classes of functions all taking the same value at a given point x, and so on. Despite the great variety of such criteria, they are not completely arbitrary. For example, it is obviously impossible to partition all real numbers into classes by assigning the number b to the same class as the number a if and only if b > a. In fact, if b > a , b must be



THEOREM 4. A set M can be partitioned into classes by a relation R (acting as a criterion for assigning two elements to the same class) if and only if R is an equivalence relation on M . Proof. Every partition of M determines a binary relation on M , where aRb means that " a belongs to the same class as b." It is then obvious that R must be reflexive, symmetric and transitive, i.e., that R is an equivalence relation on M. Conversely, let R be an equivalence relation on M , and let Ka be the set of all elements x E M such that xRa (clearly a E Ka, since R is reflexive). Then two classes Ka and K, are either identical or disjoint. In fact, suppose an element c belongs to both Ka and K,, so that cRa and cRb. Then aRc by the symmetry, and hence



Put somewhat differently, let M 2 be the set of all ordered pairs (a, b) with a, b E M, and let 9Z be the subset of M 2 consisting of all labelled pairs. Then aRb if and only if (a, b) E 2, i.e., a binary relation is essentially just a subset of M 2 . AS an exercise, state the three conditions for R to be an equivalence relation in terms of ordered pairs and the set 9.
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by the transitivity. If now x E Ka,then xRa and hence xRb by (8) and the transitivity, i.e., x E Kb. Virtually the same argument shows that x E K, implies x E K,. Therefore Ka = Kb if Ka and K, have an element in common. Therefore the distinct sets K, form a partition of M into classes. Remark. Because of Theorem 4, one often talks about the decomposition of M into equivalence classes. There is an intimate connection between mappings and partitions into classes, as shown by the following examples: Example 1. Let f be a mapping of a set A into a set B and partition A into sets, each consisting of all elements with the same image b = f (a) E B. This gives a partition of A into classes. For example, suppose f projects the xy-plane onto the x-axis, by mapping the point (x, y) into the point (x, 0). Then the preimages of the points of the x-axis are vertical lines, and the representation of the plane as the union of these lines is the decomposition into classes corresponding tof. E x a w l e 2. Given any partition of a set A into classes, let B be the set of these classes and associate each element a E A with the class (i.e., element of B) to which it belongs. This gives a mapping of A into B. For example, suppose we partition three-dimensional space into classes by assigning to the same class all points which are equidistant from the origin of coordinates. Then every class is a sphere of a certain radius. The set of all these classes can be identified with the set of points on the half-line [0, co), each point corresponding to a possible value of the radius. In this sense, the decomposition of space into concentric spheres corresponds to the mapping of space into the half-line [O,co). Example 3. Suppose we assign all real numbers with the same fractional part4 to the same class. Then the mapping corresponding to this partition has the effect of "winding" the real line onto a circle of unit circumference. Problem 1. Prove that if A



~l



u B = A and A n B = A, then A = B.



Problem 2. Show that in general (A - B)



I



I



u B # A.



Problem 3. Let A = {2,4, . . . ,2n, . . .) and B = (3, 6, . . . , 3n, . . .). Find A n B and A - B.



x -



The largest integer < x is called the integralpart of x, denoted by [ x ] , and the quantity [XIis called the fractionalpart of x.



EQUIVALENCE OF SETS. THE POWER OF A SET
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Problem 4. Prove that a) (A- B) n C = (A n C ) - ( B n C ) ; b) A A B = (A u B ) - (A n B). Problem 5. Prove that



U A, - U B , a a



c



U (A,



-



B,).



C(



Problem 6. Let An be the set of all positive integers divisible by n. Find the sets



Problem 7. Find



Problem 8. Let A, be the set of points lying on the curve y=-



What is



1 xu



(0 < x



< a).



n A,?



a>1



Problem 9 . Let y =f (x) = (x) for all real x, where (x) is the fractional part of x. Prove that every closed interval of length 1 has the same image underf. What is this image? Is f one-to-one? What is the preimage of the interval % < y < g? Partition the real line into classes of points with the same image. Problem 10. Given a set M , let 92 be the set of all ordered pairs on the form (a, a) with a E M, and let aRb if and only if (a, b) E 9.Interpret the relation R. Problem 11. Give an example of a binary relation which is a) b) c) d)



Reflexive and symmetric, but not transitive; Reflexive, but neither symmetric nor transitive; Symmetric, but neither reflexive nor transitive; Transitive, but neither reflexive nor symmetric.



2. Equivalence of Sets. The Power of a Set 2.1. Finite and infinite sets. The set of all vertices of a given polyhedron, the set of all prime numbers less than a given number, and the set of all



10



I



SET THEORY



CHAP. 1



residents of New York City (at a given time) have a certain property in common, namely, each set has a definite number of elements which can be found in principle, if not in practice. Accordingly, these sets are all said to be Jinite. Clearly, we can be sure that a set is finite without knowing the number of elements in it. On the other hand, the set of all positive integers, the set of all points on the line, the set of all circles in the plane, and the set of all polynomials with rational coefficients have a different property in common, namely, if we remove one element from each set, then remove two elements, three elements, and so on, there will still be elements left in the set at each stage. Accordingly, sets of this kind are said to be inznite. Given two finite sets, we can always decide whether or not they have the same number of elements, and if not, we can always determine which set has more elements than the other. It is natural to ask whether the same is true of infinite sets. In other words, does it make sense to ask, for example, whether there are more circles in the plane than rational points on the line, or more functions defined in the interval [0, 11 than lines in space? As will soon be apparent, questions of this kind can indeed be answered. To compare two finite sets A and B, we can count the number of elements in each set and then compare the two numbers, but alternatively, we can try to establish a one-to-one correspondence between (the elements of) A and B, i.e., a correspondence such that each element in A corresponds to one and only one element in B and vice verse. It is clear that a one-to-one correspondence between two finite sets can be set up if and only if the two sets have the same number of elements. For example, to ascertain whether or not the number of students in an assembly is the same as the number of seats in the auditorium, there is no need to count the number of students and the number of seats. We need merely observe whether or not there are empty seats or students with no place to sit down. If the students can all be seated with no empty seats left, i.e., if there is a one-to-one correspondence between the set of students and the set of seats, then these two sets obviously have the same number of elements. The important point here is that the first method (counting elements) works only for finite sets, while the second method (setting up a one-to-one correspondence) works for infinite sets as well as for finite sets. 2.2. Countable sets. The simplest infinite set is the set Z+ of all positive integers. An infinite set is called countable if its elements can be put in one-toone correspondence with those of 2,. In other words, a countable set is a set whose elements can be numbered a,, a,, . . . , a,, . . . . By an uncountable set we mean, of course, an infinite set which is not countable. We now give some examples of countable sets:



Example 1. The set Z of all integers, positive, negative or zero, is countable. In fact, we can set up the following one-to-one correspondence
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between Z and the set Z+ of all positive integers: 0, -1, 1, -2, 2 , . . . 1, 2,3, 4 , 5, . . . More explicitly, we associate the nonnegative integer n > 0 with the odd number 2n 1, and the negative integer n < 0 with the even number 2 In/, I.e., ntt2n+ 1 if n > 0 , n t,2 In1 if n < O (the symbol ct denotes a one-to-one correspondence).



+



Example 2. The set of all positive even numbers is countable, as shown by the obvious correspondence n t,2n. Example 3. The set 2, 4, 8, . . . , 2", . . . of powers of 2 is countable, as shown by the obvious correspondence n o 2". Example 4. The set Q of all rational numbers is countable. To see this, we first note that every rational number cr can be written as a fraction plq, q > 0 in lowest terms with a positive denominator. Call the sum Jpl q the "height" of the rational number cr. For example,



+



is the only rational number of height 0,



are the only rational numbers of height 2,



are the only rational numbers of height 3, and so on. We can now arrange all rational numbers in order of increasing height (with the numerators increasing in each set of rational numbers of the same height). In other words, we first count the rational numbers of height 1, then those of height 2 (suitably arranged), those of height 3, and so on. In this way, we assign every rational number a unique positive integer, i.e., we set up a one-to-one correspondence between the set Q of all rational numbers and the set Z+ of all positive integers. Next we prove some elementary theorems involving countable sets:



T H E O REM 1. Every subset of a countable set is countable. Proof. Let A be countable, with elements a,, a,, . . . , and let B be a subset of A. Among the elements a,, a,, . . . , let anl, anz,. . . be those in
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the set B. If the set of numbers n,, n,, . . . has a largest number, then B is finite. Otherwise B is countable (consider the correspondence i - a,,). 1
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THEOREM 2. The union of a j n i t e or countable number of countable sets A,, A,, . . . is itself countable.



Proof. Let M be an infinite set and a, any element of M. Being infinite, M contains an element a, distinct from a,, an element as distinct from both a, and a,, and so on. Continuing this process (which can never terminate due to a "shortage" of elements, since M is infinite), we get a countable subset



Proof. We can assume that no two of the sets A,, A,, . . . have elements in common, since otherwise we could consider the sets



of the set M.



A,, A2



-



A,, A3 - (A1 u A,),



...



instead, which are countable by Theorem 1 and have the same union as the original sets. Suppose we write the elements of A,, A,, . . . in the form of an infinite table



A



B



=
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{a,, az, . . . . an, .. .}



Remark. Theorem 3 shows that countable sets are the "smallest" infinite sets. The question of whether there exist uncountable (infinite) sets will be considered below. 2.3. Equivalence of sets. We arrived at the notion of a countable set M by considering one-to-one correspondences between M and the set Z+ of all positive integers. More generally, we can consider one-to-one correspondences between any two sets M and N:



-



DEFINITION. Two sets M and N are said to be equivalent (written M N ) if there is a one-to-one correspondence between the elements of M and the elements of N. where the elements of the set A, appear in the first row, the elements of the set A , appear in the second row, and so on. We now count all the elements in (1) "diagonally," i.e., first we choose a,,, then a,,, then a,,, and so on, moving in the way shown in the following table:5



It is clear that this procedure associates a unique number to each element in each of the sets A,, A,, . . . . thereby establishing a one-to-one correspondence between the union of the sets A,, A,, . . . and the set Z+ of all positive integers. 81 I



II



The concept of equivalenceqs applicable to both finite and infinite sets. Two finite sets are equivalent if and only if they have the same number of elements. We can now define a countable set as a set equivalent to the set Z+ of all positive integers. It is clear that two sets which are equivalent to a third set are equivalent to each other, and in particular that any two countable sets are equivalent. Example I. The sets of points in any two closed intervals [a,b] and [c, dl are equivalent, and Figure 5 shows how to set up a one-to-one correspondence between them. Here two points p and q correspond to each other if and only if they lie on the same ray emanating from the point 0 in which the extensions of the line segments ac and bd intersect. E x a w l e 2. The set of all points z in the complex plane is equivalent to the set of all



0



c



d F IGURE 5



THEOREM 3. Every injinite set has a countable subset.



11



Discuss the obvious modifications of (1) and (2) in the case of only a finite number of sets A,, A,, ....



Not to be confused with our previous use of the word in the phrase "equivalence relation." However, note that set equivalence is an equivalence relation in the sense of Sec. 1.4, being obviously reflexive, symmetric and transitive. Hence any family of sets can be partitioned into classes of equivalent sets.
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points a on a sphere. In fact, a one-toone correspondence z t,a between the points of the two sets can be established by using stereographic projection, as shown in Figure 6 (0 is the north pole of the sphere). Example 3. The set of all points x FIGURE 6 in the open unit interval (0, 1) is equivalent to the set of all points y on the whole real line. For example, the formula



1 y = - arc tan x Tr



+ 1-2



I



1 1 1



I
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THEOREM 5. The set of real numbers in the closed unit interval [0, 11 is uncountable. Proof. Suppose we have somehow managed to count some or all of the real numbers in [0, I], arranging them in a list



. .a,, . . . , . . .a,, . . . , ............... a, = O.an1a,, . . . a,, . . . , a, = O.a,,a,,. CI, = O.a,,a,,



............... 1 I



where a,, is the kth digit in the decimal expansion of the number a,. Consider the decimal



establishes a one-to-one correspondence between these two sets. The last example and the examples in Sec. 2.2 show that an infinite set is sometimes equivalent to one of its proper subsets. For example, there are "as many" positive integers as integers of arbitrary sign, there are "as many" points in the interval (0, 1) as on the whole real line, and so on. This fact is characteristic of all infinite sets (and can be used to define such sets), as shown by



1 1



THEOREM 4. Every infinite set is equivalent to one of its proper subsets.



i



Proof. According to Theorem 3, any infinite set M contains a countable subset. Let this subset be



I



A



=



{al, a,,



. . . . a,, . . .},



and partition A into two countable subsets A , = {a,, a4,a6, . . .}. A1 = {al, a3, a5,. . .}, Obviously, we can establish a one-to-one correspondence between the a,,-,). This correspondence countable sets A and A, (merely let a,can be extended to a one-to-one correspondence between the sets A u ( M - A) = M and A, u (M - A) = M - A, by simply assigning x itself to each element x E M - A. But M - A2 is a proper subset of M. I 2.4. Uncountability o f the real numbers. Several examples of countable sets were given in Sec. 2.2, and many more examples of such sets could be given. In fact, according to Theorem 2, the union of a finite or countable number of countable sets is itself countable. It is now natural to ask whether there exist infinite sets which are uncountable. The existence of such sets is shown by



1



constructed as follows: For b, choose any digit (from 0 to 9) different from a,,, for b, any digit different from a,,, and so on, and in general forb, any digit differentfrom a,,. Then the decimal (4) cannot coincide with any decimal in the list (3). In fact, P differs from a, in at least the first digit, from a, in at least the second digit, and so on, since in general b, # a,, for all n. Thus no list of real numbers in the interval [0, 11 can include all the real numbers in [0, 11. The above argument must be refined slightly since certain numbers, namely those of the form p/lOq, can be written as decimals in two ways, either with an infinite run of zeros or an infinite run of nines. For example, fr = +j= 0.5000 . . . = 0.4999 . . . , so that the fact that two decimals are distinct does not necessarily mean that they represent distinct real numbers. However, this difficulty disappears if in constructing P, we require that P contain neither zeros nor nines, for example by setting b, = 2 if a,, = 1 and b, = 1 if ann f 1. % Thus the set [O, 11 is uncountable. Other examples of uncountable sets equivalent to [0, 11 are 1) 2) 3) 4) 5) 6) 7)



The set of The set of The set of The set of The set of The set of The set of



points in any closed interval [a,b ] ; points on the real line; points jn any open interval ( a , b ) ; all points in the plane or in space; all points on a sphere or inside a sphere; all lines in the plane; all continuous real functions of one or several variables.
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The fact that the sets 1) and 2) are equivalent to 10, 11is proved as in Examples 1 and 3, pp. 13 and 14, while the fact that the sets 3)-7) are equivalent to [0, 11 is best proved indirectly (cf. Problems 7 and 9). 2.5. The power of a set. Given any two sets M and N , suppose M and N are equivalent. Then M and N are said to have the same power. Roughly speaking, "power" is something shared by equivalent sets. If M and N are finite, then M and N have the same number of elements, and the concept of the power of a set reduces to the usual notion of the number of elements in a set. The power of the set Z+ of all positive integers, and hence the power of any countable set, is denoted by the symbol 8,, read "aleph null." A set equivalent to the set of real numbers in the interval [0, 11, and hence to the set of all real numbers, is said to have the power of the continuum, denoted by c (or often by 8 ) . For the powers of finite sets, i.e., for the positive integers, we have the notions of "greater than" and "less than," as well as the notion of equality. We now show how these concepts are extended to the case of infinite sets. Let A and B be any two sets, with powers m(A) and m(B), respectively. If A is equivalent to B, then m(A) = m(B) by definition. If A is equivalent to a subset of B and if no subset of A is equivalent to B, then, by analogy with the finite case, it is natural to regard m(A) as less than m(B) or m(B) as greater than m(A). Logically, however, there are two further possibilities:



a) B has a subset equivalent to A, and A has a subset equivalent to B; b) A and B are not equivalent, and neither has a subset equivalent to the other. In case a), A and B are equivalent and hence have the same power, as shown by the Cantor-Bernstein theorem (Theorem 7 below). Case b) would obviously show the existence of powers that cannot be compared, but it follows from the well-ordering theorem (see Sec. 3.7) that this case is actually impossible. Therefore, taking both of these theorems on faith, we see that any two sets A and B either have the same power or else satisfy one of the relations m(A) < m(B) or m(A) > m(B). For example, it is clear that X, < c (why ?). Remark. The very deep problem of the existence of powers between 8, and c is touched upon in Sec. 3.9. As a rule, however, the infinite sets encountered in analysis are either countable or else have the power of the continuum. We have already noted that countable sets are the "smallest" infinite sets. It has also been shown that there are infinite sets of power greater than that of a countable set, namely sets with the power of the continuum. It is natural to ask whether there are infinite sets of power greater than that
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of the continuum or, more generally, whether there is a "largest" power. These questions are answered by THEOREM 6. Given any set M, let d be the set whose elements are all possible subsets of M. Then the power of is greater than the power of the original set M. Proof. Clearly, the power of the set d cannot be less than the power m of the original set M, since the "single-element subsets" (or "singletons") of M form a subset of d equivalent to M. Thus we need only show that m and p do not coincide. Suppose a one-to-one correspondence has been established between the elements a, b, . . . of M and certain elements A, B, . . . of d (i.e., certain subsets of M). Then A, B, . . . d o not exhaust all the elements o f d , i.e., all the subsets of M. To see this, let X be the set of elements of M which d o not belong to their "associated subsets." More exactly, if a o A we assign a to X if a $ A, but not if a E A. Clearly, X i s a subset of M and hence an element of 4 . Suppose there is an element x E M such that x o X, and consider whether or not x belongs to X. Suppose x $ X. Then x E X , since, by definition, X contains every element not contained in its associated subset. On the other hand, suppose x $ X. Then x E X , since X consists precisely of those elements which do not belong to their associated subsets. Ir, any event, the element x corresponding to the subset X must simultaneously belong to X and not belong to X. But this is impossible! It follows that there is no such element x. Therefore no one-to-one correspondence can be established between the sets M and d , i.e., m f P. I Thus, given any set M, there is a set d of larger power, a set d * of still larger power, and so on indefinitely. In particular, there is no set of "largest" power. 2.6. The Cantor-Bernstein theorem. Next we prove an important theorem already used in the preceding section:



THEOREM 7 (Cantor-Bernstein). Given any two sets A and B, suppose A contains a subset A, equivalent to B, while B contains a subset B, equivalent to A. Then A and B are equivalent. Proof. By hypothesis, there is a one-to-one function f mapping A into Bl and a one-to-one function g mapping B into A,:



f (A) = B1 c B,



g(B) = A, c A.



Therefore A2 = gf (A) = gCf(A)) = g(BJ
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is a subset of A, equivalent to all of A. Similarly,



is a subset of B, equivalent to B. Let A, be the subset of A into which the mappinggf carries the set A,, and let A, be the subset of A into which gf carries A,. More generally, let A,, be the set into which A, (k = 1, 2, . . .) is carried by gf. Then clearly A 2 A13 A,3'...3 A k 3Ak+,3... Setting



Problem 1. Prove that a set with an uncountable subset is itself uncountable.



we can represent A as the following union of pairwise disjoint sets: A = (A



-



A,)



v (A,



-



A,)



v (A,



-



A,)



v.



u (A,



.



- A,,)



Problem 2 . Let M be any infinite set and A any countable set. Prove that



u...



U D. (5)



Similarly, we can write A, in the form A, = (A, - A,) U (A2 - A 3 ) U . . . U (Ak - /Ik+,) U . . . U D .



(6)



Clearly, (5) and (6) can be rewritten as



A, = D V M U N,, where



(6')



M = (A, - A,) u (A, - A,) V . . . , N=(A-A,) V(A2-A,) U . . . , N, = (A, - A3) U (A4 - AS) V . .



But A - A, is equivalent to A, - A, (the former is carried into the latter by the one-to-one function gf), A, - A, is equivalent to A, - A,, and so on. Therefore N is equivalent to N,. It follows from the representations (5') and (6') that a one-to-one correspondence can be set up between the sets A and A,. But A, is equivalent to B , by hypothesis. Therefore A is equivalent to B. 1



M- MUA.



Problem 3. Prove that each of the following sets is countable:



a) The set of all numbers with two distinct decimal expansions (like 0.5000 . . . and 0.4999 . . .); b) The set of all rational points in the plane (i.e., points with rational coordinates); c) The set of all rational intervals (i.e., intervals with rational end points); d) The set of all polynomials with rational coefficients. Problem 4. A number oc is called algebraic if it is a root of a polynomial equation with rational coefficients. Prove that the set of all algebraic numbers is countable. Problem 5. Prove the existence of uncountably many transcendental numbers, i.e., numbers which are not algebraic. Hint. Use Theorems 2 and 5.



Remark. Here we can even "afford the unnecessary luxury" of explicitly writing down a one-to-one function carrying A into B, i s . ,



Problem 6. Prove that the set of all real functions (more generally, functions taking values in a set containing at least two elements) defined on a set M is of power greater than the power of M. In particular, prove that the power of the set of all real functions (continuous and discontinuous) defined in the interval [0, 11 is greater than c. Hint. Use the fact that the set of all characteristic functions (i.e., functions taking only the values 0 and 1 ) on M is equivalent to the set of all subsets of M.



(see Figure 7).



Problem 7. Give an indirect proof of the equivalence of the closed interval [a, b], the open interval (a, b) and the half-open interval [a, b) or (a, b]. Hint. Use Theorem 7.
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Problem 8. Prove that the union of a finite or countable number of sets each of power c is itself of power c. Problem 9. Prove that eich of the following sets has the power of the continuum :



a) The set of all infinite sequences of positive integers; b) The set of all ordered n-tuples of real numbers; c) The set of all infinite sequences of real numbers. Problem 10. Develop a contradiction inherent in the notion of the "set of all sets which are not members of themselves." Hint. Is this set a member of itself? Comment. Thus we will be careful to avoid sets which are "too big," like the "set of all sets."



3. Ordered Sets and Ordinal Numbers 3.1. Partially ordered sets. A binary relation R on a set M is said to be a partial ordering (and the set M itself is said to be partially ordered) if 1) R is reflexive (aRa for every a E M ) ; 2) R is transitive (aRb and bRc together imply aRc);



3) R is antisymmetric in the sense that aRb and bRa together imply a = b.



For example, if M is the set of all real numbers and aRb means a < b , then R is a partial ordering. This suggests writing a < b (or equivalently b > a ) instead of aRb whenever R is a partial ordering, and we will do so from now on. Similarly, we write a < b if a < b , a f b and b > a if b > a , b # a. The following examples give some idea of the generality of the concept of a partial ordering: Example I . Any set M can be partially ordered in a trivial way by setting a



< b if and only if a = b.



Example 2. Let M be the set of all continuous functions5 g, . . . defined in a closed interval [cc, PI. Then we get a partial ordering by setting f g g if and only iff ( t ) g g ( t ) for every t E [ a , PI. Example 3. The set of all subsets M I , M,, M I g M , means that M I c M,.



. . . is



partially ordered if



Example 4. The set of all integers greater than 1 is partially ordered if a



< b means that " b is divisible by a."
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An element a of a partially ordered set is said to be maximal if a < b implies b = a and minimal if b < a implies b = a. Thus in Example 4 every prime number (greater than 1) is a minimal element. 3.2. Order-preserving mappings. Isomorphisms. Let M and M' be any two partially ordered sets, and let f be a ~ne-to-onemapping of M onto M'. Then f is said to be order-preserving if a < b (where a , b E M ) impliesf (a) < f (b) (in M'). An order-preserving mapping f such that f (a) < f ( b ) implies a < b is called an isomorphism. In other words, an isomorphism between two partially ordered sets M and M' is a one-to-one mapping of M onto M' such that f (a) g f (b) if and only if a < b. Two partially ordered sets M and M' are said to be isomorphic (to each other) if there exists an isomorphism between them. Example. Let M be the set of positive integers greater than 1 partially ordered as in Example 4, Sec. 3.1, and let M' be the same set partially ordered in the natural way, i.e., in such a way that a < b if and only if b - a is nonnegative. Then the mapping of M onto M' carrying every integer n into itself is order-preserving, but not an isomorphism.



Isomorphism between partially ordered sets is an equivalence relation as defined in Sec. 1.4, being obviously reflexive, symmetric and transitive. Hence any given family of partially ordered sets can be partitioned into disjoint classes of isomorphic sets.7 Clearly, two isomorphic partially ordered sets can be regarded as identical in cases where it is the structure of the partial ordering rather than the specific nature of the elements of the sets that is of interest. 3.3. Ordered sets. Order types. Given two elements a and b of a partially ordered set M , it may turn out that neither of the relations a < b or b < a holds. In this case, a and b are said to be noncomparable. Thus, in general, the relation < is defined only for certain pairs of elements, which is why M is said to be partially ordered. However, suppose M has no noncomparable elements. Then M is said to be ordered (synonymously, simply or linearly ordered). In other words, a set M is ordered if it is partially ordered and if, given any two distinct elements a , b E M , either a < b or b < a. Obviously, any subset of an ordered set is itself ordered. Each of the sets figuring in Examples 1-4, Sec. 3.1 is partially ordered, but not ordered. Simple examples of ordered sets are the set of all positive integers, the set of all rational numbers, the set of all real numbers in the Note that we avoid talking about the "family of all partially ordered sets" (recall Problem 10, p. 20).
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interval [0, I], and so on (with the usual relations of "greater than" and "less than"). Since an ordered set is a special kind of partially ordered set, the concepts of order-preserving mappin$ and isomorphism apply equally well to ordered sets. Two isomorphic ordered sets are said to have the same (order) type. Thus "type" is something shared by all isomorphic ordered sets, just as "power" is something shared by all equivalent sets (considered as "plain" sets, without regard for possible orderings). The simplest example of an ordered set is the set of all positive integers 1 , 2 , 3 , . . . arranged in increasing order, with the usual meaning of the symbol 
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Champion: DJOKOVIC, Novak SRB 4-6 6-4 6-3 7-6(2) - Australian Open 

1st Round. 2nd Round. 3rd Round. 1/8. 1/4. 1/2. 1. 2. 3. 4. 5. 6. 7. 8. 9. 10. 11. 12. 13. 14. 15. 16. 17. 18. 19. 20. 21. 22. 23. 24. 25. 26. 27. 28. 29. 30. 31. 32. 33.
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Stützen Leg sets Supports 

Stützen. ☞萱 6-2. Leg sets. Supports. Verstärkung. ☞萱 6-8. Reinforcement. Renfort. Fundamentwinkel. ☞萱 6-9. Foundation bracket. Equerre de fondation ...
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osborne punch sets 

Cards and bags measure approximately 4" x 5 1/2". Osborne No. K234. Hang up ..... Each blade is on an angle parallel to each other for neater lacing. Nickel.
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Numerical Computation of the Lo Norm Revisited 

eigenvalue of H (7 ) if and only if 7 is a singular value of G(Ï³Ï‰ ) . .... V y the generalized eigenvalue decomposition of the pencil Â¢ (7 ) - WÂ¤ for 7=Â» G Â» oYX the ...
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you belong to the city - Saxovince 

Q Q B BBB BB. L L. BQ BB BBB B. L. L L. 60 B BBB BB. L. L. B. P B BBBB. L. L. B B B BB B B B B B. P B BB. L. 64 B B B BB. B BB. L. L. B BBBA. B BBB BB. L. L.
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Champion: FEDERER, Roger SUI 6-3 6-4 7-6(11) - Australian Open 

1st Round. 2nd Round. 3rd Round. 1/8. 1/4. 1/2. 1. 2. 3. 4. 5. 6. 7. 8. 9. 10. 11. 12. 13. 14. 15. 16. 17. 18. 19. 20. 21. 22. 23. 24. 25. 26. 27. 28. 29. 30. 31. 32. 33.
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Champion: FEDERER, Roger SUI 7-6(2) 6-4 6-4 - Australian Open 

1st Round. 2nd Round. 3rd Round. 1/8. 1/4. 1/2. 1. 2. 3. 4. 5. 6. 7. 8. 9. 10. 11. 12. 13. 14. 15. 16. 17. 18. 19. 20. 21. 22. 23. 24. 25. 26. 27. 28. 29. 30. 31. 32. 33.
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Champion: WILLIAMS, Serena USA 6-4 3-6 6-2 - Australian Open 

1st Round. 2nd Round. 3rd Round. 1/8. 1/4. 1/2. 1. 2. 3. 4. 5. 6. 7. 8. 9. 10. 11. 12. 13. 14. 15. 16. 17. 18. 19. 20. 21. 22. 23. 24. 25. 26. 27. 28. 29. 30. 31. 32. 33.
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Champion: DJOKOVIC, Novak SRB 6-4 6-2 6-3 - Australian Open 

1st Round. 2nd Round. 3rd Round. 1/8. 1/4. 1/2. 1. 2. 3. 4. 5. 6. 7. 8. 9. 10. 11. 12. 13. 14. 15. 16. 17. 18. 19. 20. 21. 22. 23. 24. 25. 26. 27. 28. 29. 30. 31. 32. 33.










 














×
Report 6, of open sets belong lo





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



