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characteristics like gravity center or winding number remain in the same range than the original ... Moreover, the spatial repartition of neuronal activity remains. 
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of chaos of the dynamics) and n (number of neurons excited by the pattern). Anyway, these measures give clues for a general trend. The ability to discriminate between learned and non-learned patterns disappears while the system tries to learn too many things. The last point is about dynamical coding. After learning, each learned pattern can be associated to a pattern of activity, made of N local limit cycles. For characterizing the attractor, we look at the mean output signal mnet(t)=. The question comes wether this limit cycle is specific of the pattern. It is difficult to give a formal answer to that question. We have observed that noisy versions of a learned pattern can induce strong changes in the characteristics of the attractor. This neighbour attractor can as well be a fixed point or a torus or a even strange attractor. Nevertheless, some general characteristics like gravity center or winding number remain in the same range than the original ones[2]. Moreover, the spatial repartition of neuronal activity remains very close from the original one. We compared on 5 network (N=400, g=6 and θ=0.3) the vectors of mean outputs (Xi)i=1..N for regular and noisy versions of 1 learned pattern. The mean correlation between the two vectors is found to be 0,93 (noise=10%) and 0,87 (noise=20%). So, the coding of the input may both be seen in the topological characteristics of the attractor and in the spatial repartition of neuronal activity.
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Conclusion



The learning scheme described in this article illustrates the rich dynamical behaviour of random recurrent neural networks. We have seen that the simulation of a learning rule, which uses the properties of individual neuronal dynamics, gives a good insight into the mechanism of learning and recognizing spatial patterns. Our network is moreover robust to noise addition. Some complementary simulations have to be made out in order to explore the question of network capacity. At last, the role of oscillations in neuronal computation could be explored in a more complex architecture including several clusters, and be relied to neurophysiological works[6].
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step function which selects the input neurons, according to the value s. We have two time scales during the learning process : a fast one (given by t) for the iteration of the network dynamics (3) and a slow one (given by T) for the iteration of learning (4). In practice, one learning step is processed every 200 time steps. The selected weights move almost continuously according to the sign of ∆i, which tends to shift the neuron mean local field towards extreme (positive or negative) values. The initial change in mean output is amplified, and every neuron tends towards silence or saturation, which leads in both cases to a fall of the global dynamics. If the process is not stopped, it leads to a fixed point. In our experiments, we stop the process as soon as a limit cycle is reached. When the learning process ends, the network is able to recognizes the pattern, i.e. every new presentation of the pattern will lead to the same limit cycle reached at the end of the learning process (while the spontaneous dynamics remain chaotic). Up to now, no analytical theory is available for the study of learning. The results below consequently come from simulated data, with networks of size N=400, g=6 and θ=0.3. Our learning parameters are α=1, s=0.5, n=0.05N. To learn a pool of P patterns, a cross training is carried out. One learning step is processed for each pattern of the pool, and this operation is reiterated until the network is reactive to every pattern of the pool. At each learning step, because of the selection on the input weights, only 5% of the weights are actually modified, of about 10-1/N by weight. We verified that random modifications of the same order of magnitude do not lead to any change in the dynamics. In order to have an insight into specificity of learning, we add a gaussian noise to previously learned patterns, and measure the specific reactivity to different classes of patterns made with a noise of 5%, 10%, 15% and 20% (% based on signal/noise ratio). The results are in Table 1. Table 1: Specific reactivity to learned patterns with an additive gaussian noise, on one network, N=400, g=6 and θ=0.3 (measured on 100 noisy versions on the basis of a pool of 5 learned patterns) noise
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We can see that the specific reactivity remains high even for relatively loud noise (20%), which shows the robustness of our learning scheme. The evolution of (non-specific) reactivity with P can help for an estimation of the effective capacity. We made a measure on random networks with N=400, g=6 and θ=0.3. Ten networks were to learn 1 random pattern, ten others were to learn 2 random patterns, etc... until P=10. For each value of P, on each network, we measured reactivity after learning by presenting random non-learned patterns. We observed that reactivity does not increase significantly until P=8 (it remains lower than 5%), and then strongly increases for P=9 (reactivity=30%) and P=10 (reactivity=70%). So the capacity of the network seems to be overrun for P=9. However, a complete measure of the capacity should take into account others parameters, especially g (which determines the degree
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Reactivity to stimulations



We present to the network a spatial binary signal. We are interested in the dynamical response of the network to this information. The input set (pattern) I=(Ii)i=1..N is a vector of N binary values. A subset of size n 
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