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Introduction



This book is written for hardware and software engineers presently involved or wanting to be involved in 3G handset or 3G network design. Over the next 20 chapters, we study handset hardware, handset software, network hardware, and network software.



A Brief Overview of the Technology Each successive generation of cellular technology has been based on a new enabling technology. By new, we often mean the availability of an existing technology at low cost, or, for handset designers, the availability of a technology sufficiently powerefficient to be used in a portable device. For example: First generation (1G). AMPS/ETACS handsets in the 1980s required low-cost microcontrollers to manage the allocation of multiple RF (radio frequency) channels (833 × 30 kHz channels for AMPS, 1000 × 25 kHz channels for ETACS) and low-cost RF components that could provide acceptable performance at 800/900 MHz. Second generation (2G). GSM, TDMA, and CDMA handsets in the 1990s required low-cost digital signal processors (DSPs) for voice codecs and related baseband processing tasks, and low-cost RF components that could provide acceptable performance at 800/900 MHz, 1800 MHz, and 1900 MHz. Third generation (3G). W-CDMA and CDMA2000 handsets require—in addition to low-cost microcontrollers and DSPs—low-cost, low power budget CMOS or CCD image sensors; low-cost, low power budget image and video encoders; low-cost, low power budget memory; low-cost RF components that can provide acceptable performance at 1900/2100 MHz; and high-density battery technologies.
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Introduction



Bandwidth Quantity and Quality Over the next few chapters we analyze bandwidth quantity and quality. We show how application bandwidth quality has to be preserved as we move complex content (rich media) into and through a complex network. We identify how bandwidth quality can be measured, managed, and used as the foundation for quality-based billing methodologies. We show how the dynamic range available to us at the application layer will change over the next 3 to 5 years and how this will influence radio bandwidth and network topology. We define bandwidth quality in terms of application bandwidth, processor bandwidth, memory bandwidth, radio bandwidth, and network bandwidth, and then we identify what we need to do to deliver consistently good end-to-end performance.



Hardware Components Hardware components are divided into physical hardware and application hardware, as follows: Physical hardware. The hardware needed to support the radio physical layer— putting 0s and 1s on to a radio carrier, and getting 0s and 1s off a radio carrier Application hardware. The hardware needed to capture subscriber content (microphones, vocoders, imaging, and video encoders) and to display content (speakers, displays, and display drivers) A typical 3G handset includes a microphone (audio capture); CMOS imager and MPEG-4 encoder (for image and video encoding); a keyboard (application capture); a smart card for establishing access and policy rights; and, on the receive side, a speaker, display driver, and display. The addition of these hardware components (CMOS imager, MPEG-4 encoder, and high-definition color display) changes what a user can do and what a user expects from the device and from the network to which the device is connected.



Software Components Software footprint and software functionality is a product of memory bandwidth (code and application storage space), processor bandwidth (the speed at which instructions can be processed), and code bandwidth (number of lines of code). Over the past three generations of cellular phone, memory bandwidth has increased from a few kilobytes to a few Megabytes to a few Gigabytes. Processor bandwidth has increased from 10 MIPS (millions of instructions per second) to 100 MIPS to 1000 MIPS, and code bandwidth has increased from 10,000 to 100,000 to 1,000,000 lines of code (using the StarCore SC140 as a recent example). The composition of the code in a 3G handset determines how a 3G network is used. Software form factor and functionality determine application form factor and functionality. Software components can be divided into those that address physical layer functionality and those that address application layer functionality, as follows:



Introduction xxiii Physical layer software. Manages the Medium Access Control (MAC) layer—the allocation and access to radio and network bandwidth. Application layer software. Manages the multiple inputs coming from the handset application hardware (microphone, vocoder, encoder) and the media multiplex being delivered on the downlink (network to handset).



Rich Media Properties It is generally assumed that an application may consist of a number of traffic streams simultaneously encoded onto multiple channel streams. These components are often referred to as rich media. The properties of these rich media components need to be preserved as they move across the radio interface and into and through the core network. By properties we mean voice quality (audio fidelity), image and video quality, and data/application integrity. Properties represent value, and it is the job of a 3G handset and network designer to ensure an end-to-end Quality of Service that preserves this property value.



How This Book Is Organized The deliberate aim of this book is to combine detail (the small picture) with an overview of how all the many parts of a 3G network fit, or should fit, together (the big picture). In meeting this aim, the content of this book is arranged in four parts of five chapters each, as follows: Part I: 3G Hardware. We look at the practical nuts and bolts of cellular handset design, how band allocations and regulatory requirements determine RF performance, the processing needed to capture signals from the real world (analog voice and analog image and video), and the processing needed to translate these signals into the digital domain for modulation onto a radio carrier. We discuss the different requirements for RF processing and baseband processing: How we manage and manipulate complex content to deliver a consistent end-to-end user experience. In the following chapters we introduce the various concepts related to bandwidth quality: How we achieve consistent performance over the radio physical layer. ■■



Chapter 1 reviews some of the design challenges created by the spectral allocation process.



■■



Chapter 2 shows that making products do something they were not designed to do often leads to a disappointing outcome (as shown in a case study of GPRS/EDGE handset hardware).



■■



Chapter 3 highlights the hardware requirements of a 3G handset design— how we get a signal from the front end to the back end of the phone and from the back end to the front end of the phone.



xxiv Introduction ■■



Chapter 4 analyzes how the additional hardware items in a handset—image capture platform, MPEG-4 encoder, color display—influence network offered traffic.



■■



Chapter 5 reviews some issues of handset hardware configurability.



Part II: 3G Handset Software. We explore how handset software is evolving and the important part handset software plays in shaping offered traffic and building traffic value. ■■



Chapter 6 case studies application software—what is possible now and what will be possible in the future.



■■



Chapter 7 analyzes source coding techniques.



■■



Chapters 8 and 9 begin to explore how we build session value by providing differentiated service quality and differentiated access rights.



■■



Chapter 10 complements Chapter 5 by looking at software configurability and future handset software trends.



Part III: 3G Network Hardware. the nuts and bolts.



We launch into network hardware, returning to



■■



Chapter 11 reviews some of the design challenges introduced by the spectral allocation process, in particular, the design challenges implicit in delivering efficient, effective base station/Node B hardware.



■■



Chapter 12 looks at some of the present and future network components— what they do, what they don’t do, and what they’re supposed to do.



■■



Chapter 13 covers base station/Node B antennas and other link gain products, including high-performance filters, RF over fiber, and optical transport.



■■



Chapter 14 talks us through the dimensioning of bursty bandwidth—how we determine the properties of offered traffic in a 3G network.



■■



Chapter 15 evaluates the particular requirements for broadband fixed access and some of the hardware requirements for media delivery networks.



Part IV: 3G Network Software. We address network software—the implications of managing audio, image, video, and application streaming; the denomination and delivery of differentiated Quality of Service; and related measurement and management issues. ■■



Chapter 16 analyzes end-user performance expectations, how expectations increase over time, and the impact this has on network software.



■■



Chapter 17 reviews traffic shaping protocols and the performance issues implicit in using Internet protocols to manage complex time-dependent traffic streams.



■■



Chapter 18 follows on, hopefully logically, with an explanation of the merits/demerits of Service Level Agreements when applied in a wireless IP network.



Introduction ■■



Chapter 19 explores some of the practical consequences of 3G cellular and 3G TV software integration.



■■



Chapter 20 reviews, as a grand finale, storage bandwidth and storage area network technologies.



The Objective: To Be Objective We could describe some parts of this book as “on piste,” others as “off piste.” The on piste parts describe what is—the present status of handset and network hardware and software. Other parts set out to describe what will be. From experience, we know that when authors speculate about the future, the result can be intensely irritating. We argue, however, that you do not need to speculate about the future. We can take an objective view of the future based on a detailed analysis of the present and the past, starting with an analysis of device level evolution.



Predicting Device Level Evolution Device hardware is becoming more flexible—microcontrollers, DSPs, memory, and RF components are all becoming more adaptable, capable of undertaking a wide range of tasks. As device hardware becomes more flexible, it also becomes more complex. Adding smart antennas to a base station is an example of the evolution of hardware to become more flexible—and, in the process, more complex. As handset hardware becomes more complex, it becomes more capable in terms of its ability to capture complex content. Our first chapters describe how handset hardware is evolving—for example, with the integration of digital CMOS imaging and MPEG-4 encoding. As handset hardware becomes more complex, the traffic mix shifts, becoming more complex as well. As the offered traffic mix (uplink traffic) becomes more complex, its burstiness increases. As bandwidth becomes burstier, network hardware has to become more complex. This is described in the third part of the book. As handset and network hardware increases in complexity, software complexity increases. We have to control the output from the CMOS imager and MPEG-4 encoder, and we have to preserve the value of the captured content as the content is moved into and through our complex network. As hardware flexibility increases, software flexibility has to increase. Fortunately, device development is very easy to predict. We know by looking at process capability what will be possible (and economic) in 3 to 5 years’ time. We can very accurately guess what the future architecture of devices such as microcontrollers, DSPs, memory, and RF components will be in 3 to 5 years’ time. These devices are the fundamental building blocks of a 3G network. By studying device footprints, we know what will happen at the system and network level over the next 5 years. We do not need to sit in a room and speculate about the future; the future is already prescribed. That’s our justification for including the “what will be” parts in this book. If we offer an opinion, we hope and intend that those opinions are objective rather than subjective.
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Bridging the Reality Gap Too often we fail to learn from lessons of the past. As an industry, we have over 20 years of experience in designing cellular handsets and deploying cellular networks. The past tells us precisely what is and what is not possible in terms of future technology deployment. This allows us to detect when reality gaps occur. Reality gaps are those between technical practicality and wishful thinking. They happen all the time and can be particularly painful when technically complex systems are being deployed. Almost all technologies start with a reality gap. The technology fails to deliver as well as expected. Some technologies never close the gap and become failed technologies. Some people can make money from failed technologies, but the majority doesn’t. Failed technologies ultimately fail because they do not deliver user value. We also tend to forget that user expectations and customer expectations change over time. A technology has to be capable of sufficient dynamic range to be able to continue to improve as the technology and user expectations mature. Failed technologies often fail because they cannot close the reality gap and cannot catch up with changing user expectations. Successful technologies are technologies that deliver along the whole industry value chain—device vendors, handset manufacturers, network manufacturers (software and hardware vendors), network operators, and end users. We aim to show how 3G technology is evolving to become a successful proposition, both technically and commercially. We hope you enjoy and profit from the next 20 chapters.



Before We Start: A Note about Terms In this book we use the term handset to describe a generic, nonspecific portable cellular terminal. When we use the term mobile, we are referring to a portable terminal of higher power and capable of traveling at high speed. It is usually vehicle-mounted and may have antenna gain. In discussing 1G and 2G cellular systems, we use the term base station or BTS (base transceiver system). In 3G cellular systems, we refer to this as the Node B. Node refers to the assumption that the base station will act as a node supporting Internet protocols. B refers to the fact the node is integrated with a base station. The RNC (radio network controller) is the network subcomponent used in a 3G network for load distribution and access policy control. It replaces the BSC (base station controller) used in 1G and 2G cellular networks.
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CHAPTER



1



Spectral Allocations—Impact on Handset Hardware Design



In this first chapter we explain the characteristics of the radio spectrum, how over the past 100 years enabling component technologies have provided us with access to progressively higher frequencies, and how this in turn has increased the amount of RF (radio frequency) bandwidth available. We show how enabling component technologies initially provided us with the ability to deliver increasingly narrow RF channel spacing in parallel with the introduction of digital encoding and digital modulation techniques. We explain the shift, from the 1980s onward, toward wider RF channel spacing through the use of TDMA (Time Division Multiple Access) and CDMA (Code Division Multiple Access) multiplexing techniques and identify benefits in terms of component cost reduction and performance gain, in particular the impact of translating tasks such as selectivity, sensitivity, and stability from RF to baseband.



Setting the Stage By baseband, we mean the original information rate. For analog voice, baseband would be used to refer to the 3 kHz of audio bandwidth. This would then be preprocessed. Preemphasis/de-emphasis would be used to tailor the high-frequency response and reduce high-frequency noise. Companding (compression/expansion) would be used to compress the dynamic range of the signal. The signal would then be modulated onto an RF carrier using amplitude or frequency modulation. Usually, an intermediate step between baseband and RF would be used, known as the IF processing stage (intermediate frequency). We still use IF processing today and will discuss its merits/demerits in a later section.
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Chapter 1 In a 2G handset, baseband refers to the information rate of the encoder (for example, 13 kbps) and related digital signaling bandwidth. The data is then channel coded—that is, additional bits are added to provide error protection—and then the data is modulated onto an RF carrier, usually with an IF processing stage. In a 3G handset, baseband refers to the information rate of the vocoder, parallel image and video encoder rates, other data inputs, and related channel coding. First-generation handsets therefore have a baseband running at a few kilohertz, and second-generation handsets a few tens of kilohertz. Third-generation handsets have a user data rate that can vary between a few kilohertz and, in the longer term, several megahertz. The user data is channel coded and then spread using a variable spreading code to a constant baseband rate known as the chip rate—for example, 1.2288 Mcps (million chips per second; a clock rate of 1.2288 MHz) or 3.84 Mcps (a clock rate of 3.84 MHz). This baseband data, after spreading, has to be modulated onto an RF carrier (producing a 1.25 or 5 MHz bandwidth), sometimes via an IF. The RF will be running at 1900/2100 MHz. Essentially, the higher the frequency, the more expensive it is to process a signal. The more we can do at baseband, the lower the cost. This is not to downplay the importance of the RF link. The way in which we use the RF bandwidth and RF power available to us has a direct impact on end-to-end quality of service. Ever since the early experiments of Hughes and Hertz in the 1880s, we have searched for progressively more efficient means of moving information through free space using electromagnetic propagation. By efficiency we mean the ability to send and receive a relatively large amount of information across a relatively small amount of radio bandwidth using a relatively small amount of RF power generated by a relatively power-efficient amplifier in a relatively short period of time. The spark transmitters used to send the first long-distance (trans-Atlantic) radio transmissions in the early 1900s were effective but not efficient either in terms of their use of bandwidth or the efficiency with which the RF power was produced and applied. What was needed was an enabling technology. Thermionic and triode valves introduced in the early 1900s made possible the application of tuned circuits, the basis for channelized frequencies giving long-distance (and relatively) low-power communication. Tuned circuits reduced the amount of RF power needed in a transceiver and provided the technology needed for portable Morse code transceivers in World War I. Efficiency in RF communication requires three performance parameters: Sensitivity. The ability to process a low-level signal in the presence of noise and/or distortion Selectivity. signals



The ability to recover wanted signals in the presence of unwanted



Stability. The ability to stay within defined parameters (for example, frequency and power) under all operating conditions when transmitting and receiving The higher the frequency, the harder it is to maintain these performance parameters. For example, at higher frequencies it becomes progressively harder to deliver gain—that is, providing a large signal from a small signal—without introducing noise. The gain becomes more expensive in terms of the input power needed for a given output transmission power. It becomes harder to deliver receive sensitivity, because of front-end



Spectral Allocations—Impact on Handset Hardware Design noise, and to deliver receive selectivity, due to filter performance. On the other hand, as we move to higher frequencies, we have access to more bandwidth.. For example, we have only 370 kHz of bandwidth available at long wave; we have 270 GHz available in the millimetric band (30 to 300 GHz). Also, as frequency increases, range decreases. (Propagation loss increases with frequency). This is good news and bad news. A good VHF transceiver—for example, at 150 MHz—can transmit to a base station 40 or 50 kilometers away, but this means that very little frequency reuse is available. In a 900 MHz cellular network, frequencies can be used within (relatively) close proximity. In a millimetric network, at 60 GHz, attenuation is 15 dB per kilometer—a very high level of frequency reuse is available. Another benefit of moving to higher frequencies is that external or received noise (space or galactic noise) reduces above 100 MHz. As you move to 1 GHz and above, external noise more or less disappears as an influence on performance (in a noise rather than interference limited environment) and receiver design—particularly LNA design—becomes the dominant performance constraint. An additional reason to move to higher frequencies is that smaller, more compact resonant components—for example, antennas, filters, and resonators—can be used. Remember, RF wavelength is a product of the speed of light (300,000,000 meters per second) divided by frequency, as shown in Table 1.1. During the 1920s, there was a rapid growth in broadcast transmission using long wave and medium wave. The formation of the BBC in 1922 was early recognition of the political and social importance of radio broadcasting. At the same time, radio amateurs such as Gerald Marcuse were developing equipment for long-distance shortwave communication. In 1932, George V addressed the British Empire on the shortwave world service. In practice, there has always been substantial commonality in the processing techniques used for radio and TV broadcasting and two-way and later cellular radio— a convergence that continues today.
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Frequency and Wavelength Relationship



FREQUENCY



SPEED OF LIGHT IN METERS PER SECOND DIVIDED BY FREQUENCY



WAVELENGTH



100 MHz



300,000,000 100,000,000



=3m



300 MHz



300,000,000 300,000,000



=1m



900 MHz



300,000,000 900,000,000



= 0.33 m



2 GHz



300,000,000 2,000,000,000



= 0.15 m
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Chapter 1 In 1939, Major Edwin Armstrong introduced FM (frequency modulation) into radio broadcasting in the United States. FM had the advantage over AM (amplitude modulation) of the capture effect. Provided sufficient signal strength was available at the receiver, the signal would experience gain through the demodulator, delivering a significant improvement in signal-to-noise ratio. The deeper the modulation depth (that is, the more bandwidth used), the higher the gain. Additionally, the capture effect made FM more resilient to (predominantly AM) interference. Toward the end of World War II, the U.S. Army introduced FM radios working in the VHF band. The combination of the modulation and the frequency (VHF rather than shortwave) made the FM VHF radios less vulnerable to jamming. Fifty years later, CDMA used wider bandwidth channels to deliver bandwidth gain (rather like wideband FM processor/demodulator gain). Rather like FM, CDMA was, and is, used in military applications because it is harder to intercept. A shortwave or VHF portable transceiver in 1945 weighed 40 kg. Over the next 50 years, this weight would reduce to the point where today a 100 gm phone is considered overweight. Parallel developments included a rapid increase in selectivity and stability with a reduction in practical channel spacing from 200 kHz in 1945 to narrowband 12.5, 6.25, or 5 kHz transceivers in the late 1990s, and reductions in power budget, particularly after the introduction of printed circuit boards and transistors in the 1950s and 1960s. The power budget of an early VHF transceiver was over 100 Watts. A typical cell phone today has a power budget of a few hundred milliWatts. As active and passive device performance has improved and as circuit geometries have decreased, we have been able to access higher parts of the radio spectrum. In doing so, we can provide access to an ever-increasing amount of radio bandwidth at a price affordable to an ever-increasing number of users. As RF component performance improved, RF selectivity also improved. This resulted in the reduction of RF channel spacing from several hundred kHz to the narrowband channels used today—12.5 kHz, 6.25 kHz, or 5 kHz (used in two-way radio products). In cellular radio, the achievement of sensitivity and selectivity is increasingly dependent on baseband performance, the objective being to reduce RF component costs, achieve better power efficiency, and deliver an increase in dynamic range. The trend since 1980 has been to relax RF channel spacing from 25 kHz (1G) to 200 kHz (2G GSM; Global System for Mobile Communication) to 5 MHz (3G). In other words, to go wideband rather than narrowband. Handset design objectives remain essentially the same as they have always been— sensitivity, selectivity, and stability across a wide dynamic range of operational conditions, though the ways in which we achieve these parameters may change. Likewise, we need to find ways of delivering year-on-year decreases in cost, progressive weight and size reduction, and steady improvements in product functionality. In the introduction, we highlighted microcontrollers, digital signal processors (DSPs), CMOS (complementary metal-oxide semiconductors) image sensors, and displays as key technologies. We should add high-density battery technologies and RF component and packaging technology. RF component specifications are determined by the way radio bandwidth is allocated and controlled—for example, conformance standards on filter bandwidths, transmit power spectral envelopes, co-channel and adjacent channel interference, phase accuracy, and stability.



Spectral Allocations—Impact on Handset Hardware Design Historically, there has also been a division between wide area access using duplex spaced bands (sometimes referred to as paired bands) in which the transmit frequencies are separated by several MHz or tens of MHz from receive frequencies, and local area access using nonpaired bands in which the same frequency is used for transmit and receive. Some two-way radios, for example, still use single frequency working with a press-to-talk (PTT) key that puts the transceiver into receive or transmit mode. Digital cordless phones use time-division duplexing. One time slot is used for transmit, the next for receive, but both share the same RF carrier. One reason why cellular phones use RF duplexing and cordless phones do not is because a cellular phone transmits at a higher power. A cordless phone might transmit at 10 mW, a cellular handset transmits at between 100 mW and 1 Watt, a cellular base station might transmit at 5, 10, 20, or 40 Watts. For these higher-power devices, it is particularly important to keep transmit power out of the receiver.



Duplex Spacing for Cellular (Wide Area) Networks Given that receive signal powers are often less than a picoWatt, it is clear that RF duplex spaced bands tend to deliver better receive sensitivity and therefore tend to be used for wide area coverage systems. Wide area two-way radio networks in the UHF band typically use 8 MHz or 10 MHz duplex spacing, 800/900 MHz cellular networks use 45 MHz duplex spacing, GSM 1800 uses 95 MHz duplex spacing, PCS 1900 uses 80 MHz, and IMT2000 (3G) uses 190 MHz duplex spacing. In the United States, there are also proposals to refarm 30 MHz of TV channel bandwidth in the 700 MHz band for 3G mobile services. Figure 1.1 shows the duplex spacing implemented at 800/900 MHz for GSM in Europe, CDMA/TDMA in the United States, and PDC (Japan’s 2G Personal Digital Cellular standard) in Japan. PDC was implemented with 130 MHz duplex spacing (and 25 kHz channel spacing), thus managing to be different than all other 2G cellular standards. MHz
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Figure 1.1 Cellular frequency allocations—800/900 MHz with duplex spacing.
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Chapter 1 In Asia, countries with existing Advanced Mobile Phone System (AMPS), and CDMA/TDMA allocations have a problem in that the upper band of AMPS overlaps the lower band of GSM. As the GSM band is paired, this means the corresponding bands in the upper band of GSM are unusable. The result is that certain countries (Hong Kong being the most obvious example) had a shortage of capacity because of how the spectrum had been allocated. Latin America has the same 800/900 MHz allocation as the United States (also shown in Figure 1.1). In the United States and Latin America, however, the AMPS 2 × 25 MHz allocations are bounded by politically sensitive public safety specialist mobile radio spectrum, preventing any expansion of the US 800 MHz cellular channel bandwidth. In Europe, the original (1G) TACS allocation was 2 × 25 MHz from 890 to 915 MHz and 935 to 960 MHz (1000 × 25 kHz channels), which was later extended (E-TACS) to 33 MHz (1321 × 25 kHz channels). GSM was deployed in parallel through the early to mid-1990s and now includes 25 MHz (original allocation), plus 10 MHz (E-GSM), plus 4 MHz for use by European railway operators (GSM-R), for a total of 39 MHz or 195 × 200 kHz RF channels Additional spectrum was allocated for GSM in the early 1990s at 1800 MHz (GSM1800). This gave three bands of 25 MHz each to three operators (75 MHz—that is, 375 × 200 kHz paired channels). As with all duplex spaced bands, handset transmit is the lower band. (Because of the slightly lower free space loss, this is better for a powerlimited handset.) Only a fraction of this bandwidth is actually used, rather undercutting operator’s claims to be suffering from a shortage of spectrum.
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Figure 1.2 Cellular frequency allocations at 1800, 1900, and 2100 MHz.



Spectral Allocations—Impact on Handset Hardware Design In the United States and Latin America, 2 × 60 MHz was allocated at 1850 to 1910 and 1930 to 1990 MHz for US TDMA (30 kHz) or CDMA (1.25 MHz) channels or GSM (200 kHz) channels (GSM 1900), as shown in Figure 1.2. Unfortunately, the upper band of PCS 1900 overlaps directly with the lower band of IMT2000, the official ITU allocation for 3G. The intention for the IMT allocation was to make 2 × 60 MHz available, divided into 12 × 5 MHz channels, and this has been the basis for European and Asian allocations to date. In addition, 3 × 5 MHz nonpaired channels were allocated at 2010 to 2025 MHz and 4 × 5 MHz nonpaired channels at 1900 to 1920 MHz. The air interface for the paired bands is known as IMT2000DS, and for the nonpaired bands, it is IMT2000TC. (We discuss air interfaces later in this chapter.) Figure 1.3 shows the RF bandwidth that needs to be addressed if the brief is to produce an IMT2000 handset that will also work in existing 2G networks (GSM 900, GSM 1800, GSM 1900) co-sharing with US TDMA and CDMA. Some countries have the 60 MHz IMT2000 allocation divided among five operators. Five licensees sharing a total of 60 MHz would each have 12 MHz of spectrum. As this is not compatible with 5 MHz channel spacing, two operators end up with 3 × 5 MHz paired bands and three operators end up with 2 × 5 MHz paired bands and a nonpaired band (either in TDD1 or TDD2). It will therefore be necessary in some cases to support IMT2000DS and IMT2000TC in a dual-mode handset. The handset configuration would then be IMT2000DS, IMT2000TC, GSM 1900, GSM 1800, and GSM 900. Table 1.2 shows that selectivity and sensitivity are increasingly achieved at baseband, reducing the requirement for RF filters and relaxing the need for frequency stability. The need for backward compatibility, however, makes this benefit harder to realize. 2G
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Figure 1.3 Tri-band GSM and IMT2000 allocations.
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Chapter 1 Table 1.2
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First-generation AMPS/ETACS phones were required to access a large number of 25 kHz RF channels. This made synthesizer design (the component used to lock the handset onto a particular transmit and receive frequency pair) quite complex. Also, given the relatively narrowband channel, frequency stability was critical. A 1 ppm (part per million) temperature compensated crystal oscillator was needed in the handset. It also made network planning (working out frequency reuse) quite complex. In second generation, although relaxing the channel spacing to 200 kHz reduced the number of RF channels, the need for faster channel/slot switching made synthesizer design more difficult. However, adopting 200 kHz channel spacing together with the extra complexity of a frequency and synchronization burst (F burst and S burst) allowed the frequency reference to relax to 2.5 ppm—a reduction in component cost. In third generation, relaxing the channel spacing to 5 MHz reduces the number of RF channels, relaxes RF filtering, makes synthesizer design easier, and helps relax the frequency reference in the handset (to 3 ppm). Unfortunately, you only realize these cost benefits if you produce a single-mode IMT2000 phone, and, at present, the only country likely to do this—for their local market—is Japan. Additionally you might choose to integrate a Bluetooth or IEEE 802 wireless LAN into the phone or a GPS (Global Positioning System/satellite receiver). In the longer term, there may also be a need to support a duplex (two-way) mobile satellite link at 1980 to 2010 and 2170 to 2200 MHz. In practice, as we will see in the following chapters, it is not too hard to integrate different air interfaces at baseband. The problem tends to be the RF component overheads. A GSM 900/1800 dual-mode phone is relatively simple, particularly as the 1800 MHz band is at twice the frequency of the 900 band. It is the add-on frequencies (1.2, 1.5, 1.9, 2.1, 2.4 GHz) that tend to cause design and performance problems, particularly the tendency for transmit power at transmit frequency to mix into receive frequencies either within the phone itself or within the network (handset to handset, handset to base station, base station to handset, and base station to base station interference). And although we stated that it is relatively easy to integrate different air interfaces at baseband, it is also true to say that each air interface has its own unique RF requirements.
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Multiplexing Standards: Impact on Handset Design We have just described how RF channel allocation influences RF performance and handset design. Multiplexing standards are similarly influenced by the way RF channels are allocated. In turn, multiplexing standards influence handset design. There are three options, or a combination of one or more of these: ■■



Frequency Division Multiple Access (FDMA)



■■



Time Division Multiple Access (TDMA)



■■



Code Division Multiple Access (CDMA)



FDMA A number of two-way radio networks still just use FDMA to divide users within a given frequency band onto individual narrowband RF channels. Examples are the European ETSI 300/230 digital PMR (Private Mobile Radio) standard in which users have access to an individual digitally modulated 12.5 kHz or 6.25 kHz channel, the French TETRAPOL standard in which users have access to an individual digitally modulated 12.5, 10, or 6.25 kHz channel, and the US APCO 25 standard in which users have access to an individual digitally modulated 12.5 kHz or 6.25 kHz RF channel. Narrowband RF channels increase the need for RF filtering and an accurate frequency reference (typically better than 1 ppm long-term stability). They do, however, allow for a narrowband IF implementation that helps minimize the noise floor of the receiver. The result is that narrowband two-way radios work well and have good sensitivity and good range in noise-limited environments, including VHF applications where atmospheric noise makes a significant contribution to the noise floor. The only disadvantage, apart from additional RF component costs, is that maximum data rates are constrained by the RF channel bandwidth, typically to 9.6 kbps.



TDMA The idea of TDMA is to take wider band channels, for example, 25 kHz, 30 kHz, or 200 kHz RF channels and time-multiplex a number of users simultaneously onto the channel. Time slots are organized within a frame structure (frames, multiframes, superframes, hyperframes) to allow multiple users to be multiplexed together in an organized way. The objective is to improve channel utilization but at the same time relax the RF performance requirements (filtering and frequency stability) and reduce RF component costs in the handset and base station. An example of TDMA used in two-way radio is the European Trans European Trunked Radio Access (TETRA) standard. A 25 kHz channel is split into four time slots each of 14.17 ms, so that up to 4 users can be modulated simultaneously onto the same 25 kHz RF carrier. TETRA is presently implementing a fairly simple bandwidth-on-demand protocol where a single user can be given one, two, three, or four time slots within a frame. This means that one relatively high rate user per RF channel or four relatively low rate users or any combination in between can be supported. A similar format is used by Motorola in their proprietary iDEN air interface (six slots in a 990 ms frame length).
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Figure 1.4 GSM slot structure.



In the United States, the AMPS 30 kHz analog channels were subdivided during the 1990s using either TDMA or CDMA. The time-division multiplex uses a three-slot structure (three users per 30 kHz RF channel), which can optionally be implemented as a six-slot structure. A similar time-division multiplex was implemented in the Japanese Personal Digital Cellular networks but using a 25 kHz rather than 30 kHz RF channel spacing. In Europe, an eight-slot time multiplex was implemented for GSM using a 200 kHz RF channel, as shown in Figure 1.4. One specific objective of the air interface was to reduce RF component cost by relaxing the RF channel spacing, from 25 kHz to 200 kHz. In common with all other TDMA interfaces, additional duplex separation is achieved by introducing a time offset. In GSM, transmit and receive are both on the same time slot—for example, time slot 2 but with a three-slot frame offset. This helps to keep transmit power (+30 dBm) out of the receiver front end (having to detect signals at –102 dBm or below). The combination of RF and time-division duplexing helps to deliver good sensitivity and provides the option to reduce RF component costs by dispensing with the duplex filter in some GSM phone designs. Another route to reducing component costs is to use the air interface to provide synchronization and frequency correction as part of the handset registration procedure— an S burst to synchronize, an F burst to provide a frequency fix. A long, simple burst on the forward control channel aligns the handset, in time, to the downlink time slots. In the frequency domain, the modulation is given a unidirectional π/2 phase shift for similar successive bits, giving a demodulated output of a sine wave at 1625/24 kHz higher than the center carrier frequency. This means that the F burst aligns the handset, in frequency, to the downlink RF carrier.
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CDMA In the mid-1990s CDMA cellular networks began to be deployed in the United States, Korea, and parts of Southeast Asia. Effectively, CDMA takes many of the traditional RF tasks (the achievement of selectivity, sensitivity, and stability) and moves them to baseband. The objective is to deliver processing gain that can in turn deliver coverage and/capacity advantage over the coverage and/capacity achievable from a TDMA air interface. Endless arguments ensued between the TDMA and CDMA camps as to which technology was better. In practice, because of political and regulatory reasons and other factors such as timing, vendor, and operator support, GSM became the dominant technology in terms of numbers of subscribers and numbers of base stations deployed, which in turn conferred a cost and market advantage to GSM vendors. However, the technology used in these early CDMA networks has translated forward into 3G handset and network hardware and software. It is easier to qualify some of the design options in 3G handsets if we first cover the related design and performance issues highlighted by CDMA implementation to date. The original principle of CDMA, which still holds true today, is to take a relatively narrowband modulated signal and spread it to a much wider transmitted bandwidth. The spreading occurs by multiplying the source data with a noise like high-rate pseudorandom code sequence—the pseudorandom number (PN). The PN as a digital number appears to be random but is actually predictable and reproducible having been obtained from a prestored random number generator. The product of the source data and the PN sequence becomes the modulating signal for the RF carrier. At the receive end, the signal is multiplied by the same prestored PN sequence that was used to spread the signal, thereby recovering the original baseband (source) digital data. Only the signal with the same PN sequence despreads. Effectively, the PN sequences characterize the digital filter, which correlates or captures wanted signal energy, leaving unwanted signal energy down in the noise floor. Multiple users can exist simultaneously on the same RF channel by ensuring that their individual spreading codes are sufficiently different to be unique. To control access and efficiency on a CDMA network, the spreading code is a composite of several digital codes, each performing a separate task in the link. It is usual to refer to each sequence or code as a channel. IS95 defines the dual-mode AMPS/CDMA technology platform, IS96 the speech coding (currently either 8 kbps or 13 kbps), IS97 and 98 the performance criteria for base stations and handsets, and IS99 data service implementation. What follows is therefore a description of the IS95 air interface, which then served as the basis for CDMA2000. In IS95, there is one pilot channel, one synchronization channel, and 62 other channels corresponding to 64 Walsh codes. All 62 channels can be used for traffic, but up to 7 of these may be used for paging. The 64 Walsh codes of length 64 bits are used for each of these channels. Walsh Code W0 is used for the pilot, which is used to characterize the radio channel. Walsh Code W32 is used for synchronization. Other Walsh codes are used for the traffic. The Walsh codes identify channels on the downlink, which means they provide channel selectivity.
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Chapter 1 Walsh codes are a sequence of PN codes that are orthogonal in that, provided they remain synchronized with each other, the codes do not correlate or create co-code or adjacent code interference. Orthogonal codes are codes of equal distance (the number of symbols by which they differ is the same). The cross correlation—that is, code interference—is zero for a perfectly synchronous transmission. On the uplink, the channel bits are grouped into 6-bit symbols. The 6-bit group (higher-order symbol) generates a 64-chip Walsh code. The orthogonality of the 64 codes gives an increased degree of uniqueness of data on the uplink—that is, it provides selectivity. The resultant Walsh code is combined with a long code. The composite channel rate is 1.228 Mcps; in other words, the code stream is running at a rate of 1.228 MHz. The long code is a PN sequence truncated to the frame length (20 ms). On the uplink, the long code provides user-to-user selectivity; on the downlink, one long code is used for all base stations but each base station has a unique PN offset (a total of 512 time PN offsets are available). So within a relatively wideband RF channel, individual user channels are identified on the downlink using Walsh codes—with long codes providing cell-to-cell selectivity—individual user channels are identified on the uplink by use of the 6-bit symbols, and long codes are used to provide user-to-user selectivity. From a handset design point of view, digital filters have replaced the time slots and RF filters used in the TDMA networks. Although RF filtering is still needed to separate multiple 1.25 MHz RF carriers, it is intrinsically a simpler RF channel plan, and it can be implemented as a single-frequency network if traffic loading is relatively light and evenly distributed between cells.



Difference between CDMA and TDMA An important difference between TDMA and CDMA is that in TDMA, the duty cycle of the RF amplifier is a product of the number of time slots used. A GSM handset using one time slot has a duty cycle of 1/8. Maximum output power of a 900 MHz GSM phone is 2 Watts. Effectively, the average maximum power available across an eightslot frame is therefore 250 mW. In CDMA, the handset is continuously transmitting but at a maximum of 250 mW. The total power outputs are therefore similar. In a TDMA phone, the RF burst has to be contained within a power/time template to avoid interference with adjacent time slots. The RF output power of the TDMA handset is adjusted to respond to changes in channel condition (near/far and fading effects) typically every 500 ms. In an IS95 CDMA phone, power control is done every 1.25 ms, or 800 times a second. This is done to ensure that user codes can be decorrelated under conditions of relatively stable received signal strength (energy per bit over the noise floor). Failure to maintain reasonably equivalent Eb/Nos (energy per bit over the noise floor) between code streams will result in intercode interference. Traditionally the power control loop in an IS95 CDMA phone requires careful implementation. We discuss power control loop design in a later section in the chapter.
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Modulation: Impact on Handset Design Information can be modulated onto an RF carrier by changing the amplitude of the carrier, the frequency of the carrier, or the phase of the carrier. For example, using Minimum Shift Keying (MSK), the carrier changes phase by +90° or -90° over a bit period (see Figure 1.5). The example shown in Figure 1.5 is a constant envelope phase modulation scheme. Prior to modulation, the data stream passes through baseband filters. In Gaussian Minimum Shift Keying (GMSK), these are Gaussian filters. The advantage of GMSK, being constant envelope, is that it can be used with Class C amplifiers, which typically have a power efficiency of between 50 and 55 percent. The disadvantage is that with the GSM implementation of GMSK, because of the filtering, decision points on the modulation trellis are not always obtained, resulting in some residual bit errors. GMSK is a two-level modulation scheme—that is, the two phase states can represent a 0 or a 1. Higher-level modulation states can be used to carry more bits per symbol. A fourstate modulation scheme, for example, QPSK (Quadrature Phase Shift Keying) has 2 bits per symbol (00, 01, 11, 10), an eight-level modulation scheme can carry 3 bits per symbol, a 16-level modulation scheme can carry 4 bits per symbol, a 1024-level modulation scheme (used in fixed point-to-point, for example) can carry 10 bits per symbol. However, as the number of modulation states increase, the distance between phase states reduces and the likelihood of a demodulator error increases. Every time a modulation level is doubled (for example, from two-level to four-level), an additional 3 dB of signal energy is needed to maintain equivalent demodulator bit error rate performance.
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Phase Linearity Retards - 90 deg Over Bit Period Figure 1.5 Minimum shift keying (MSK).
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Chapter 1



Figure 1.6 IS54 TDMA—modulation vector—I Q diagram for π/4 DQPSK modulation.



Higher-level modulations also tend to contain amplitude components and can therefore not be used with power-efficient Class C amplification. The modulation technique used in IS54 TDMA is an example (see Figure 1.6). This is a four-level modulation technique known as π/4DQPSK. DQPSK refers to “differential quadrature phase shift keying,” the use of four differentially encoded phase states to describe a 00, 01, 01, or 10. The π/4 indicates that the vector is indexed by 45° at every symbol change. This makes it look like an eight-level modulation trellis, which it isn’t. It shows that any change from phase state to phase state avoids passing through the center of the trellis, which would imply a 100 percent AM component. Instead the AM component is constrained to 70 percent. Even so, the modulation requires a higher degree of linear amplification to avoid spectral regrowth during and after amplification. While this is reasonably easily accommodated in low-power handsets, it does result in larger—and hotter—RF amplifiers in IS54 TDMA base stations. Similarly, CDMA uses QPSK on the downlink and offset QPSK on the uplink (as with π/4DQPSK, OQPSK reduces the AM components and relaxes the linearity requirements of the handset PA). It is, however, difficult to realize efficiencies of more than 7 to 8 percent in base station amplifiers (QPSK), substantially increasing the power and heat dissipation needed, relative to GSM. This is why it has been easier to produce very small picocellular base stations for GSM (1.5 kg) but harder to deliver an equivalent form factor for IS54 TDMA or CDMA products.
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Future Modulation Schemes The choice of modulation has always been a function of hardware implementation and required modulation and bandwidth efficiency. In the 1980s, FM provided—and still provides today—an elegant way of translating an analog waveform onto an (analog) RF carrier. In the 1990s, GMSK was used for GSM as a relatively simple way to digitally modulate or demodulate an RF carrier without the need for linearity in the RF PA. Note that GSM was developed as a standard in the early 1980s. US TDMA and IS95 CDMA were specified/standardized toward the end of the 1980s, by which time four-level modulation schemes (with AM components) were considered to provide a better efficiency trade-off. Figure 1.7 compares the performance trade-offs of QPSK (1), MSK (2), and GMSK (3). QPSK (1) carries 2 bits per symbol but has relatively abrupt phase changes at the symbol boundaries. MSK (2) has a constant rate of change of phase but still manages to maintain an open eye diagram at the symbol decision points. GMSK (3) has additional filtering (a Gaussian baseband filter that effectively slows the transition from symbol state to symbol state). The filtering ensures the modulation is constant envelope; the disadvantage is that decision points are not always achieved, resulting in a residual demodulated bit error rate. QPSK is used in IMT2000MC and IMT2000DS on the downlink. HPSK is used on the uplink to reduce linearity requirements. A variant of IMT2000MC known as 1xEV, however, also has the option of using 8 PSK (also used in GSM EDGE implementation) and 16-level QAM. This seems to be a sensible way to increase bandwidth efficiency, given that eight-level modulation can carry 3 bits per symbol and 16 level can carry 4 bits per symbol.
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Figure 1.7 QPSK, MSK, and GMSK compared.
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Chapter 1 It is necessary, however, to qualify the impact of the choice of modulation on the link budget. For every doubling of modulation state, an additional 3 dB of link budget is required to maintain the same demodulation bit error performance. Therefore, 8 PSK needs 3 dB more link budget than QPSK, and 16-level QAM needs 3 dB more link budget than 8 PSK. Provided you are close to the base station, you can take advantage of higher-level modulation, but it will not deliver additional capacity at the edge of a cell. It is also worth verifying the time domain performance of the demodulator. The usual rule of thumb is that a demodulator can tolerate a quarter symbol shift in terms of timing ambiguity without causing high demodulator error rates In higher-level modulations, the symbol transition rate stays the same but the number of symbol states increases. The symbol states become closer together in terms of phase and frequency. Given that the vector is rotating, a timing error translates into a phase or frequency error. Multipath effects cause phase rotation and attenuation. In CDMA, these are partly, though not totally, taken out by the RAKE receiver. Given that none of these adaptive mechanisms are perfect, timing ambiguity translates into demodulator error rate. This effect becomes more severe as bit rate and symbol rate increases. Thus, while higherlevel modulation options promise performance gains, these gains are often hard to realize in larger cells, particularly in edge-of-cell conditions where power is limited and severe multipath conditions may be encountered. An alternative is to use orthogonal frequency-division multiplexing (OFDM). OFDM is sometimes described incorrectly as a modulation technique. It is more correctly described as a multicarrier technique. Present examples of OFDM can be found in wireline ADSL/VDSL, fixed access wireless, wireless LANs, and digital TV. Standard terrestrial digital TV broadcasting in Europe and Asia uses QPSK. (Highdefinition TV needs 16- or 64-level QAM and presently lacks the link budget for practical implementation.) The QPSK modulation yields a 10.6 Mbps data rate in an 8 MHz channel. The 8 MHz channel is divided into 8000 × 1 kHz subcarriers that are orthogonal from each other. The OFDM signal is created using a Fast Fourier Transform. (Fast Fourier Transforms were first described by Cooley and Tukey in 1963 as an efficient method for representing time domain signals in the frequency domain.) As there are now a total of 8000 subcarriers, the symbol rate per carrier is slow and the symbol period is long compared to any multipath delays encountered on the channel. Continuous pilot bits are spread randomly over each OFDM symbol for synchronization and phase error estimation; scattered pilot bits are spread evenly in time and frequency across all OFDM symbols for channel sounding. The advantage of OFDM is that it provides a resilient channel for fixed and mobile users. (DVB was always intended to provide support for mobility users.) The disadvantage of OFDM is that it requires a relatively complex FFT to be performed in the encoder and decoder. In digital TV, the power budget overheads associated with the complex transform do not matter, in the context of transmitters producing kiloWatts of RF power and receivers attached to a main supply. Present implementation of an OFDM transceiver in a 3G cellular handset would, however, not be economic in terms of processor and power budget overhead. OFDM is however, a legitimate longer-term (4G) option providing a bandwidth efficient robust way of multiplexing multiple users across 10, 15, or 20 MHz of contiguous bandwidth.



Spectral Allocations—Impact on Handset Hardware Design It also provides the basis for converging the 3G TV and cellular radio network bandwidth proposition. We examine the technology factors influencing 3G TV and cellular network convergence in Chapter 19.



TDMA Evolution By the end of the 1990s, the mix of deployed technologies included AMPS/TDMA networks (in the United States and parts of Latin America and Asia), using 30-kHz RF channel spacing, GSM networks using 200 kHz RF channel spacing, and CDMA networks using 1.25 MHz channel spacing. The proposed migration route for AMPS/ TDMA network operators was to introduce 200 kHz channel rasters and a new 3, 6, 8, 16, 32, or 64 slot frame structure, the idea being to provide more flexible bandwidthon-demand capability. Part of the logic here is to take into account the likely dynamic range of the information rate needing to be presented to the channel. For example, a simultaneously encoded voice, image, video, and data stream could result in a composite information rate varying from 15 kbps to 960 kbps, and the rate could change every frame, or every 10 ms. This would be a 64-to-1 ratio (18 dB), hence the choice of a slot structure that can encompass a 64-slot frame where a single user can be allocated anything between 1 slot (a 1/64 duty cycle) to 64 slots (a 64/64 duty cycle) or any value in between. The 16, 32, and 64 slot frames are intended to be used with eight-level PSK, giving a maximum user data rate of 384 kbps. A second objective is to harmonize the IS54 AMPS/TDMA air interface and GSM. Both air interfaces would have an eight-slot frame in common, both air interfaces would have eight-level PSK in common for higher bit rate applications and the 16, 32, and 64 slot frame structure for high dynamic range applications. The eight-phase PSK implementation is known as Enhanced Data Rate for GSM Evolution (EDGE) and would be implemented in an AMPS/TDMA network using either 3 × 200 kHz channels (Compact EDGE) or 12 × 200 kHz channels (Classic EDGE). A 50 kHz guard band is added on either side to provide protection to and from the IS136 30 kHz channels. Table 1.3 shows the combined proposal submitted to the ITU and called IMT2000SC (single RF carrier with adaptive time-division multiplexing). The proposal is promoted by the Universal Wireless Communications Consortium (UWCC), now known as 3G Americas.
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Chapter 1 Table 1.3



2G to 3G Migration—IMT2000SC evolution. (Continued)
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The implementation of EDGE into an AMPS/TDMA network requires some care to avoid disturbing existing reuse patterns, using either 1/3 reuse with Compact EDGE or 4/12 reuse with Classic EDGE (see Tables 1.4 and 1.5). The bandwidth negotiation protocols (multislot allocation and release) would be common to GSM (part of the General Packet Radio Service protocol) and IS54/IS136 TDMA. IMT2000SC is one of the four air interface standards presently being promoted for 3G networks, the others being IMT2000MC, IMT2000DS, and IMT2000TC. IMT2000MC provides an evolution from the existing IS95 CDMA air interface and is promoted by the CDMA Development Group (CDG) and 3GPP2—the third-generation partnership project standards group dedicated to air interface and network interface standardization and IS95 CDMA backward compatibility (see Figure 1.8). The original IS95 CDMA networks use a 1.2288 Mcps rate to occupy a 1.25 MHz RF channel. The multichannel (MC) refers to using multiple, that is 3, 6, or 12 × 1.25 MHz carriers to increase per user bit rates. For example 3 × 1.25 MHz carriers will occupy 5 MHz, equivalent to IMT2000DS.
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Figure 1.8 2G to 3G air interface evolution.



In practice, there are three ways to increase data rates: ■■



Allocating PN multiple codes to single users



■■



Increasing the chip rate, for example, from 1.2288 Mcps to 3.6864 Mcps (or higher multiples)



■■



Using higher-level modulation schemes such as 8 PSK or 16-level QAM—a version known as 1xEV and promoted by Qualcomm.



At time of writing, 1xEV, rather than the multicarrier IMT2000MCimplementation, is the favored evolution route and is generically known as CDMA2000. IS54TDMA/IMT2000SC and IS95 CDMA/CDMA2000 are supported by a network standard known as IS41. GSM/IMT2000DS is supported by a network standard known as GSM-MAP (Mobile Application Part).



5 MHz CDMA: IMT2000DS IMT2000DS is the air interface standard promoted by Ericsson and the 3GPP1, the third-generation partnership project standards group dedicated to promoting interworking with other standards and, specifically, backward compatibility with GSM— an aspect of particular interest to existing GSM network operators. Harmonization with GSM implied using a 13 or 26 MHz clock reference, rather than the 19 MHz clock reference used in IMT2000MC, and a 200 kHz channel raster.
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Chapter 1 Although RF channel spacing is nominally 5 MHz, it is possible to bring lowerpower microcells together with 4.4 MHz RF spacing (but still keeping to the 200 kHz raster). This has the benefit of increasing the guard band between higher-power macrocells and lower-power microcells. The idea of maintaining a 200 kHz channel raster is to simplify synthesizer design for dual-mode GSM/IMT2000DS phones. Additionally, GSM and IMT2000DS share the same share frame structure from the multiframe upward, the multiframe length being 120 ms (see Figure 1.9). This simplifies the implementation of GSM to IMT2000DS and IMT2000DS to GSM handovers, and could potentially allow for the use of GSM F bursts and S bursts to provide frequency and synchronization for IMT2000. The IMT2000DS measurement frame and equivalent GSM control channel align to facilitate intersystem handover. Additionally, the code structure was chosen such that frequency accuracy could be transferred from outdoor macrocells or microcells to handsets, relaxing the frequency stability requirements of the handset. In turn, the handsets can transfer the frequency reference to indoor picocells, thereby avoiding the need for a GPS reference to be piped from outside a building to an indoor base station. The code structure is termed asynchronous, for reasons we will explain later. The advantage of the IMT2000MC (CDMA2000) code structure is that it supports very resilient code channel acquisition. When a handset is first turned on, it can acquire the wanted code channel very cleanly. The disadvantage is that timing accuracy within the handset and base station needs to be within a fraction of the chip duration, hence the relatively tight tolerance for IMT2000MC frequency stability.
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Figure 1.9 Multiframe compatibility between GSM and IMT2000DS.
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Spectral Allocations—Impact on Handset Hardware Design Short-term stability has also to be tightly controlled (the jitter budget), since this will compromise code correlation in IMT2000MC. This is why higher chip rates in IMT2000MC tend to be avoided, and multiple RF carriers or higher level modulation are used as an alternative method for delivering higher bit rates. Long-term stability is also more critical for IMT2000MC. The relatively relaxed stability requirements for IMT2000DS save component costs in the handset but increase the complexity of code acquisition. IMT2000TC shares a similar air interface to IMT2000DS—along with the same advantages and disadvantages, but it uses time-division duplexing (similar to a DECT cordless phone). In IMT2000TC the 15 time slots in a frame are used to divide uplink users from downlink users (see Figure 1.10). In effect, this is a CDMA air interface with a time-division multiplex. Each time slot can be additionally subdivided into separate code streams. As with Digital Enhanced Cordless Telecommunications (DECT), the assumption here is that the air interface will only be used in small cells and that low powers will be used, easing the duplex requirement. The bandwidth can be increased on demand in either direction with between 2 and 13 slots on the uplink and between 1 and 14 slots on the downlink.
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Figure 1.10 IMT2000TC.



Uplink



23



24



Chapter 1



Advantages of 5 MHz RF Channel Spacing We have already highlighted the advantages of wider RF channel spacing in terms of relaxed frequency stability and RF filtering. Additionally, the fading envelope becomes less severe as the bandwidth increases, relative to the operating frequency. This is known as the coherence bandwidth—the bandwidth over which all the signal is affected by multipath fading. As the bandwidth increases, parts of the signal remain unaffected. Fading is a phase cancellation effect and as such is frequency-specific. As the fading depth reduces it becomes progressively easier to follow the multipath fading with a power control loop. In practice, both slow fading and fast fading (at least for slow mobility users) in a relatively wideband channel can be compensated for by decreasing and increasing the RF power of the handset in sympathy with the fade. In GSM, power control is done every 500 ms (twice a second), in IMT2000MC it is done 800 times a second, and in IMT2000DS it is done 1500 times a second. This highlights some of the key differences between 3G handsets and GPRS/EDGE handset hardware. 2G air interfaces are designed to support, more or less, constant rate channels—an 8 or 13 kbps codec, for example. The channels themselves tend to be of variable quality; the result of the slow and fast fading experienced by mobile users. 2G can in effect be characterized as being designed to work with constant rate variable quality channels. Attempts to deliver variable bandwidth (bandwidth on demand) have met with some success in 2G as we will document in the next chapter, but intrinsically the bandwidth limitations of a 200 kHz or 30 kHz channel limit the dynamic range that can be delivered for users with highly variable, bursty data rates. Moving to a wider RF channel makes it easier to deliver variable-rate constant-quality channel bandwidth. As we will see in later chapters, this is more or less essential for the movement and management of time-sensitive multimedia files and is the key performance differentiator between 2G and 3G air interface propositions.



Impact of Increasing Processor Power on Bandwidth Quality As digital signal processing power increases, bandwidth quality and bandwidth flexibility increases. The objective is to realize these quality improvements and reduce component costs as well as RF and baseband power. There are four areas where quality improvements, cost reduction, and power efficiency benefits can be achieved— multiplexing, source coding, channel coding, and modulation.



Multiplexing In the 1970s, the consensus emerged that it was going to be easier and cost less to filter in the time domain rather than the frequency domain. This is the reason the wireline world abandoned frequency multiplexing and adopted time-division multiplexing for



Spectral Allocations—Impact on Handset Hardware Design wireline backhaul transport. This thinking was taken into the wireless standardization committees. GSM effectively was based, and is still based today, on an ISDN structure and a time-division multiplex on the air interface. The disadvantage with the time-division multiplex is that RF bursts need to be shaped and modulated onto the RF channel. As we explain in the next chapter, it is proving quite difficult to deliver flexible bandwidth on demand from any of the TDMA options, partly because of the challenge of pulse shaping in a multiple-slot handset. CDMA moves the process of time domain filtering to baseband and delivers greater flexibility in terms of bandwidth on demand and multiple per-user traffic streams (we study how this is achieved in Chapter 3). Additionally, as described earlier, the CDMA multiplex allows a relaxation of RF channel spacing. CDMA only became possible in the early to mid-1990s, when it became feasible in cost and power budget terms to implement root raised cosine filters and low-cost, low-power budget PN code generators and numerically controlled oscillators (NCOs, studied in detail in Chapter 3). In fourth-generation cellular, it is likely that CDMA will be combined with OFDM techniques to provide additional channel resilience (using 10, 15, or 20 MHz bandwidths). These hybrid time domain/frequency domain multiplexing schemes are generically described as coded orthogonal frequency-division multiplexing (COFDM). This is only possible when sufficient processing power is available to undertake handset transmit and receive Fast Fourier Transforms, but the benefit will be further improvements in the consistency of bandwidth quality (effectively an increase in coherence bandwidth). For the present, attention is focused on making CDMA work well.



Source Coding In a first-generation cellular handset, you talk into a microphone and a variable voltage is produced, describing 3 kHz of voice modulated audio bandwidth. The voltage is then FM-modulated onto an RF carrier—an all analog processing chain. In second-generation handsets, you talk into a microphone and the voice is turned into a digital bit stream using waveform encoding. For example, in GSM, a 104 kbps data stream is produced prior to the vocoder. It is the vocoder’s job to reduce this data rate to, for example, 13 kbps or less without noticeable loss of quality. In the wireline world and in digital cordless phones, this is achieved in the time domain by using time domain compression techniques (exploiting sample-to-sample predictability). These are known as adaptive differential pulse code modulation codecs. They work well in high background noise conditions but suffer quality loss at low codec rates—for example, 16 kbps or below. The decision was made that digital cellular handsets should use speech synthesis codecs that coded in the frequency domain (see Figure 1.11). The figure shows a female voice saying “der.” Each block represents a 20-ms speech sample. The first block shows the “d,” and the second block shows the “er” described in the time domain (y-axis) and frequency domain (x-axis). Each sample is described in terms of frequency coefficients. Compression is achieved by exploiting similarity between samples.
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Figure 1.11 Speech coding—voice characteristics.



In the receiver, the frequency coefficients are used to rebuild, or synthesize, the harmonic structure of the original voice sample. The more processing power used in the codec, the better the quality for a given compression ratio. Alternatively, rather than synthesize waveforms, waveforms can be prestored and fetched and inserted as needed in the decoder. This reduces processor overhead but increases memory bandwidth in the vocoder. These codecs are known as codebook codecs or more precisely codebook excitation linear prediction (CELP) codecs. Codecs used in present CDMA handsets and most future handsets are CELP codecs. Voice codecs are also becoming variable rate, either switchable (for coverage or capacity gain) or adaptive (the codec rate varies according to the dynamic range of the input waveform). The objective of all codecs is to use processor bandwidth to reduce transmission bandwidth. Speech synthesis codecs and codebook codecs can deliver compression ratios of 8:1 or more without significant loss of quality. 3G handsets add in MPEG-4 encoders/decoders to support image and video processing. In common with vocoders, these video codecs use time domain to frequency domain transforms (specifically, a discrete cosine transform) to identify redundancy in the input image waveform. As we will see, video codecs are capable of delivering compression ratios of 40:1 or more with tolerable image quality. Fourth-generation digital encoders will add in embedded rendering and mesh coding techniques to support motion prediction, motion estimation, and motion compensation.
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Channel Coding Channel coding has been used in digital cellular handsets and base stations for the past 10 years as a mechanism for improving transmission quality in a band-limited, noiselimited Rayleigh faded channel. Channel encoding adds bits to the source coded data calculated from the source coded data. The decoder uses these extra bits to detect and correct errors. Errors are detected when the actual transmitted redundancy value fails to match the redundancy value calculated from the transmitted data. Two code types are used: Block codes. Segment the message into blocks adding a parity check number, which is a product of the information bits contained in the block. Convolutional codes. Also known as tree codes, the encoder has memory and the output code words depend on the current bit value and adjacent bits held within the register. Block codes are good for detecting bursty errors, and convolutional codes work best with evenly distributed errors. Interleaving is used to help randomize error distribution to ensure convolutional encoders/decoders deliver coding gain. If an error burst lasts longer than the interleaving depth, the convolutional decoder will suffer from error extension, making matters worse. This will hopefully be detected by the block code parity check. The voice, image, or video sample can be discarded and the prior sample reused. Figure 1.12 shows a simple convolutional encoder. Each time an information bit arrives at the front end of the encoder, a branch code word is produced. As the bit moves through the code register, it influences subsequent branch word outputs. The objective is to increase the distance between 0s and 1s. The memory action enables the decoder to construct and evaluate a multiple decision process on the recovered bits. This weighted analysis provides coding gain. These decoders are commonly described as maximum likelihood decoders. Figure 1.13 shows how coding gain is achieved in a GSM vocoder (encoder/decoder).
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Figure 1.12 Simple convolutional encoder.
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Figure 1.13 Encoding and decoding of a speech burst.



A 20-ms speech sample is described as a 260-bit word, which effectively contains the speech sample frequency coefficients. The 260 bits are split into Class 1 bits, which have parity bits added and are then convolutionally encoded. Note the 1/2 encoder doubles the number of bits—2 bits out for every 1 bit in. Class 2 bits are uncoded. In the decoder, coded bits pass through the convolutional decoder. If the burst errors are longer than the interleaving depth (40 ms in GSM), the block coded parity check detects a parity error, the speech sample is discarded, and the prior sample is reused. Increasing K, the length of the convolutional encoder, increases resilience against burst errors and delivers additional coding gain (K = 7 typically delivers 5.2 dB gain, K = 9 delivers 6 dB of gain) but requires an exponential increase in decoder complexity (trading instructions per second against receive sensitivity). This coding gain depends on having sufficient interleaving depth available on the air interface. Interleaving depth in 3GPP1 (IMT2000DS/W-CDMA) is a variable: a minimum of 10 ms, a maximum of 80 ms. Increasing the interleaving depth from 10 to 80 ms increases coding gain by just under 1 dB for slow mobility users (3 km/h), by just over 1 dB for medium mobility users (20 km/h). However, increasing interleaving depth increases delay. Figure 1.14 shows how interleaving is implemented in GSM. Each 456-bit block is split into 8 × 57 sub-bit blocks and interleaved over eight time slots and eight frames (approximately 40 ms). This is an irreducible delay. You cannot reduce it by using faster processors, because the delay is a function of the fixed frame rate.
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Figure 1.14 GSM channel coding—interleaving.



An alternative is that careful implementation of fast power control, using the 1500 Hz power control loop specified in 3GPP1, makes it possible to follow the fast fading envelope, which was already partly tamed by the coherence bandwidth of the 5 MHz channel. If the fast fading can be counteracted by the power control loop, the Rayleigh channel becomes a Gaussian channel in which burst errors no longer occur. Fast power control in a 5 MHz channel can therefore, theoretically, deliver additional coding gain at least for medium-mobility users (up to 20 km/h) without the need for deep interleaving. This shows the intricate and rather complex relationship between source rate, convolutional encoding (the choice of 1/2 or 2/3 encoders, for example), interleaving depth and coding gain, which in turn determines uplink and downlink sensitivity. All the preceding parameters can be dynamically tuned to optimize handset performance.



Convolution and Correlation Convolutional encoding is a key mechanism for delivering coding gain, or sensitivity, in 2G and 3G cellular handsets. A further development of convolutional encoding, called turbo coding, is proposed for 3G handsets. Here two or more convolutional encoders are used together with interleaving and puncturing to increase coding distance. Convolutional encoders are effectively implemented as shift registers. They are similar in terms of implementation to the PN code generators used to create long codes for IMT2000DS and IMT2000MC. In IMT2000DS long codes are used to provide node B-to-node B selectivity on the downlink and user-to-user selectivity on the uplink (covered in detail in Chapter 3). Both techniques exploit digital domain processes to deliver distance. Convolutional encoders deliver distance between 0s and 1s (sensitivity). PN code generation delivers distance between parallel code streams (selectivity).
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Chapter 1 There is thus commonality in terms of processing between realizing convolutional encoders/decoders and CDMA code generation (long codes and OVSF codes). Both are designed to be adaptive. You can move in real time from a 1/2 encoder to a 2/3 encoder, and you can move in real time between multiple long codes and variablelength orthogonal variable spreading factor (OVSF) codes, depending on the information to be transmitted and the channel conditions. Fourth-generation handsets may also use trellis coding. Trellis coding is used presently in some satellite systems using higher-level modulation where the pulse and amplitude states are close together—for example, 64-level QAM or higher., in trellis coded modulation schemes where modulation states are close together (A), they are channel coded for maximum distance; where they are far apart (B), they are channel coded for minimum distance. This delivers a significant increase in Eb/No performance but at significant cost in terms of DSP processor power and power budget; this was practical in 4G handsets but is not practical today. We have already described the transition to higher-level modulation methods. As the number of modulation states increases, the requirement for linearity increases. In subsequent chapters we explore the role of the digital signal processor in delivering linearity and power efficiency by adapting and predistorting waveforms prior to modulation. DSPs therefore allow us to deliver performance gains both in terms of throughput (higher-level modulation), robustness (channel coding), voice, image and video quality (source coding), and flexibility (the bandwidth on demand and multiple per-user traffic streams available from CDMA).



Summary Over the past 100 years, a number of key enabling technologies have helped deliver year-on-year performance gains from wireless devices—the development of valve technology and tuned circuits in the first half of the twentieth century, the development of transistors and printed circuit boards from the 1950s onward, the development of microcontrollers in the 1970s (making possible the first generation of frequencyagile analog cellular phones), and more recently, the development of ever more powerful digital signal processors and associated baseband processing devices. In terms of RF performance, as RF component selectivity, sensitivity, and stability has improved, we have been able to move to higher frequencies, realizing a reduction in the size of resonant components and providing access to an increased amount of bandwidth. Two-way radio design in the latter half of the twentieth century moved to progressively narrower RF channel spacing. Conversely, cellular networks have moved progressively from 25 or 30 kHz spacing to 1.25 MHz or 5 MHz, with selectivity increasingly being delivered at baseband. This has resulted in simpler RF channelization, though the need to support backward compatibility has resulted in some significant design and implementation challenges, encompassing not only multiple modes (multimode AMPS/TDMA, AMPS/CDMA, GSM/IMT dual-mode processing) but also multiple bands (800, 900, 1800, 1900, and 2100 MHz), both paired and unpaired.



Spectral Allocations—Impact on Handset Hardware Design There are various evolutionary migration paths for existing TDMA and CDMA technologies, but at present 5 MHz RF channel spacing is emerging as a reasonably common denominator for 3G handset design. The choice of 5 MHz has made possible the design of handsets delivering variable bit rate—supporting a ratio of 64 to 1 between the highest and lowest bit rates—multiplexed as multiple traffic streams and modulated onto a relatively constant quality radio channel. Variable-rate constant-quality channels provide the basis for preserving information bandwidth value. Bandwidth quality can be improved by exploiting digital coding and digital processing techniques. This technique can be used to increase throughput, to improve resilience against errors introduced by the radio channel, and to improve bandwidth flexibility. In the next two chapters, we discuss the RF hardware requirements for a cellular handset and how RF hardware determines bandwidth quality.



A Note about Radio Channel Quality We also mentioned in passing the Rayleigh fading experienced on the radio channel and the mechanisms we need to adopt to average out these channel impairments. These include interleaving, frequency hopping (a GSM handset must be capable of hopping every frame to one of 64 new frequencies), and equalization. Equalization is needed to correct for the time shifts introduced by the multiple radio paths that may exist between a base station and handset. Given that radio waves travel at 300,000 km per second, in a millisecond they will have covered 300 km, or looking at it another way, 1 km of flight path equates to 3.33 µs of delay. In TDMA handsets, there needs to be a mechanism for managing multiple paths that may be 4 or 5 km longer than the direct path. A symbol period in GSM is 3.69 µs. Therefore, a 5 km multipath will create a delayed image of the modulated bit stream 4 bits behind the direct-path component. Multipath is managed in GSM (and US TDMA) by using a training sequence embedded in the bit burst, which effectively models and allows the handset to correct for a 4- or 5-bit time shift. Given that the handset can be up to 35 km away from the base station, the handset needs to adjust for the round-trip timing delay (a round-trip delay of 70 km is equivalent to 63 symbol periods). The timing advance in GSM is up to 64 symbols (the Tx slot is moved closer to the RX slot in the frame). As we will see in the next chapter, this can be problematic when implementing multislot handsets. In CDMA the unique and unchanging properties of the pilot signal give the receiver an accurate knowledge of the phase and time delay of the various multipath signals. It is the task of the RAKE receiver to extract the phase and delay of the signals and to use this information to synchronize the correlator in order to align the path signals prior to combining them. This process is detailed in Chapter 3. In CDMA, the pilot channel (IS95 CDMA/IMT2000MC) or pilot symbols (W-CDMA/IMT2000DS) provide the information needed for the receiver to gain knowledge of both the phase and amplitude components of the radio signal received.
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Chapter 1 The wider the dynamic range of operation required from a handset, the harder it is to deliver channel quality. In GSM, for example, it was decided in the 1980s to support 35 km macrocells (later extended to 70 km for Australia) down to 50-meter picocells. This requires substantial dynamic range. It was also decided to support high-mobility users (up to 250 kmph). This high-mobility requirement makes it necessary to track and correct for Doppler effects in the receiver and requires substantial signaling overhead to manage handovers from cell to cell. In GSM, 62 percent of the bandwidth available is used for channel coding and signaling overhead; only 38 percent of the allocated bandwidth is actually used to carry user data. Similarly, many decisions in 3G handset design—RAKE receiver implementation, for example—depend on the dynamic range of the operational requirement: the minimum and maximum cell radius and the mobility of the user. Channel quality (and hence bandwidth quality) is dependent on a very large number of variables. The job of the RF and DSP designer is to make sure handsets can continue to deliver acceptable performance in all operating conditions. As we will see with GPRS, this can be difficult to achieve.



A Note about Radio Bandwidth Quality Bandwidth quality in a radio system is normally measured in terms of bit error rate. It can also be measured in terms of frame erasure rate—the number of frames so severely errored they have to be discarded. We have said that one of the key performance parameters we need to achieve is sensitivity. This is generally measured as static sensitivity (a stationary handset) or dynamic sensitivity (a moving handset). The reference sensitivity effectively describes the received signal level needed to achieve a particular bit error rate. For example, the conformance standard for GSM is -102 dBm of signal level to achieve a 1 in 103 bit error rate. Similar performance requirements are specified for high-interference conditions and severe multipath conditions. Delay spreads created by multipath will be relatively small in an urban environment (typically 5 µs) and longer in hilly terrain (typically 15 µs). Channel simulations are also established for a variety of channel conditions— for example, a rural area user traveling at 250 kmph would be an RA250 test signal. TU3 would be typically urban, a user moving at 3 kmph. Performance requirements are specified across a wide range of operational conditions. The idea of static reference sensitivity being specified to deliver a 1 in 103 bit error rate is that this equates to the same voice quality achieved by an analog cellular phone assuming a 20 dB SINAD (signal to noise and distortion) ratio—the traditional performance benchmark for an analog handset. In 3G standards, static sensitivity is specified for 1 in 103 and 1 in 106 bit error rates for a range of operational conditions. If wireless is to compete directly with wireline connectivity, the bit error rate benchmark will need to improve to 1 in 1010, which is the ADSL gold standard. This will represent a significant challenge. Reducing bit error rates from 1 in 103 to 1 in 106 requires a 3 dB increase in link budget. More transmit power, more receive sensitivity, or both will be required. Additional power can be made available by increasing network density and improving handset performance. There is no point in increasing bit rate if bit quality decreases. Bandwidth quality is just as important as bandwidth quantity.
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GPRS/EDGE Handset Hardware



In this chapter we examine the hardware requirements for a GPRS tri-band phone capable of supporting higher-level modulation techniques. We address the design issues introduced by the need to produce the following: A multislot handset. Capable of supporting GSM (8 slots) and US TDMA (3/6 slots) A multiband handset. 800, 900, 1800, 1900 MHz A multimode handset. Capable of processing constant envelope GMSK modulation (GSM) and higher-level modulation with AM components (US TDMA) We need to combine these design requirements with an overall need to minimize component count and component cost. We also must avoid compromising RF performance.



Design Issues for a Multislot Phone The idea of a multislot phone is that we can give a user more than one channel. For instance, one slot could be supporting a voice channel, other slots could be supporting separate but simultaneous data channels, and we can give a user a variable-rate channel. This means one 9.6 kbps channel (one slot) could be expanded to eight 9.6 kbps channels (76.8 kbps), or if less coding overhead was applied, one 14.4 kbps channel could be expanded to eight 14.4 kbps channels (115 kbps). Either option is generically described as bandwidth on demand.
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Chapter 2 In practice, the GSM interface was designed to work with a 1/8 duty cycle. Increasing the duty cycle increases the power budget (battery drain) and increases the need for heat dissipation. Additionally, multislotting may reduce the sensitivity of the handset, which effectively reduces the amount of downlink capacity available from the base station, and selectivity—a handset working on an 8-over-8 duty cycle creates more interference than a handset working on a 1-over-8 duty cycle). The loss of sensitivity is because the time-division duplexing (time offset between transmit and receive) reduces or disappears as a consequence of the handset using multiple transmit slots. For certain types of GPRS phone this requires reinsertion of a duplex filter, with typically a 3 dB insertion loss, to separate transmit signal power at, say, +30 dBm from a receive signal at -102 dBm or below. Revisiting the time slot arrangement for GSM shows how this happens (see Figure 2.1). The handset is active in one time slot—for example, time slot 2 will be used for transmit and receive. The transmit and receive frames are, however, offset by three time slots, resulting in a two time slot separation between transmit and receive. The time offset disappears when multiple transmit slots are used by the handset. An additional complication is that the handset has to measure the signal strength from its serving base station and up to five adjacent base stations. This is done on a frame-by-frame basis by using the six spare time slots (one per frame) to track round the beacon channels sent out by each of the six base stations. Multislotting results in rules that have hardware implications.



4.615 mS



0



1



2



3



4



5



6



7



2



3



4



Rx



Two Slots Between Tx and Rx



0



1



Three Time Slot Offset Between Uplink and Downlink Frames Gives Two Time Slots of Separation Between Transmit and Receive Bursts



Figure 2.1 Time-division duplexing in GSM.
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GPRS/EDGE Handset Hardware There are three classes of GPRS handset. Class A supports simultaneous GPRS and circuit-switched services—as well as SMS on the signaling channel—using a minimum of one time slot for each service. Class B does not support simultaneous GPRS and circuit-switched traffic. You can make or receive calls on either of the two services sequentially but not simultaneously. Class C is predefined at manufacture to be either GPRS or circuit-switched. There are then 29 (!) multislot classes. For the sake of clarity we will use as examples just a few of the GPRS multislot options (see Table 2.1): Class 2 (two receive slots, one transmit), Class 4 (three receive slots, one transmit), Class 8 (four receive slots, one transmit), Class 10 (four receive slots, two transmit), Class 12 (four receive slots, four transmit), and as a possible longterm option, Class 18 (up to eight slots in both directions). The maximum number of time slots Rx/Tx is fairly self-explanatory. A Class 4 handset can receive three time slots and transmit one. A Class 10 handset can receive up to four time slots and transmit up to two time slots, as long as the sum of uplink and downlink time slots does not exceed five. The minimum number of time slots, shown in the right-hand column, describes the number of time slots needed by the handset to get ready to transmit after a receive slot or to get ready to receive after a transmit slot. This depends on whether or not the handset needs to do adjacent cell measurements. For example, Tta assumes adjacent cell measurements are needed. For Class 4, it takes a minimum of three time slots to do the measurement and get ready to transmit. If no adjacent cell measurements are needed (Ttb), one time slot will do. Tra is the number of time slots needed to do adjacent cell measurements and get ready to receive. For Class 4, this is three time slots. If no adjacent cell measurements are needed (Trb), one slot will do. The type column refers to the need for a duplex filter; Type 1 does not need a duplex filter, Type 2 does. In a Class 18 handset, you cannot do adjacent cell measurements, since you are transmitting and receiving in all time slots, and you do not have any time separation between transmit and receive slots—(hence, the need for the RF duplexer).
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Figure 2.2 Rx/Tx offsets and the monitor channel (Rx/Tx channels shown with frequency hopping).



The uplink and downlink asymmetry can be implemented in various ways. For example, a one-slot or two-slot separation may be maintained between transmit and receive. Rx and Tx slots may overlap, resulting in loss of sensitivity. In addition, traffic channels may be required to follow a hop sequence, across up to 64 RF 200 kHz channels but more often over 6 or 24 channels. Figure 2.2 shows the traffic channels hopping from frame to frame and the adjacent cell monitoring being done in one spare time slot per frame. The base station beacon channel frequencies—that is, the monitor channels—do not hop. The transmit slot on the uplink may be moved closer to the Rx slot to take into account round-trip delay. From a hardware perspective, the design issues of multislotting can therefore be summarized as: ■■



How to deal with the loss of sensitivity and selectivity introduced by multislotting (that is, improve Tx filtering for all handsets, add duplex filtering for Type 2)



■■



How to manage the increase in duty cycle (power budget and heat dissipation)



■■



How to manage the different power levels (slot by slot)



A user may be using different time slots for different services and the base station may require the handset to transmit at different power levels from slot to slot depending on the fading experienced on the channel (see Figure 2.3).
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Figure 2.3 GPRS transmitter transition.



The design brief for a multislot phone is therefore: ■■



To find a way of maintaining or increasing sensitivity and selectivity without increasing cost or component count



■■



To find a way of improving power amplifier (PA) efficiency (to decrease the multislot power budget, decrease the amount of heat generated by the PA, or improve heat dissipation, or any combination of these)



■■



To provide a mechanism for increasing and decreasing power levels from slot to slot



Design Issues for a Multiband Phone In Chapter 1 we described frequency allocations in the 800, 900, 1800, and 1900 MHz bands. For a handset to work transparently in Europe, the United States, and Asia, it is necessary to cover all bands (800 and 1900 MHz for the United States, 900 and 1800 MHz for Europe and Asia). If we assume for the moment that we will be using the GSM air interface in all bands (we cover multimode in the next section), then we need to implement the frequencies and duplex spacings shown in Table 2.2.
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GPRS/EDGE Handset Hardware Handset outputs for GSM 800 and 900 are a maximum 2 W. A phone working on a 1/8 duty cycle will be capable of producing an RF burst of up to 2 W, equivalent to a handset continuously transmitting at 250 mW. Multislotting increases the power budget proportionately. Power outputs for GSM 1800 and 1900 are a maximum 1 W. A phone working on a 1/8 duty cycle is capable of producing an RF burst of 1 W, equivalent to a handset continuously transmitting a maximum of 125 mW. The handsets need to be capable of accessing any one of 995 × 200 kHz Rx or Tx channels at a duplex spacing of 45, 80, or 95 MHz across a frequency range of 824 to 1990 MHz. Present implementations address GSM 900 and 1800 (for Europe and Asia) and GSM 1900 (for the United States). GSM 800, however, needs to be accommodated, if possible, within the design architecture to support GSM GPRS EDGE phones that are GAIT-compliant (GAIT is the standards group working on GSM ANSI Terminals capable of accessing a GSM-MAP network) and ANSI 41 (US TDMA) networks. The design brief is to produce a tri-band (900/1800/1900) or quad band (800/900/1800/1900) phone delivering good sensitivity and selectivity across all channels in all (three or four) bands while maintaining or reducing RF component cost and component count.



Design Issues for a Multimode Phone In addition to supporting multiple frequency bands, there is a perceived—and actual—market need to accommodate multiple modulation and multiplexing techniques. In other words, the designer needs to ensure a handset is capable of modulating and demodulating GSM GMSK (a two-level constant envelope modulation technique), GSM EDGE (8 level PSK, a modulation technique with amplitude components), π/4DQPSK (the four-level modulation technique used in US TDMA) and possibly, QPSK, the four-level modulation technique used on US CDMA. GMSK only needs a Class C amplifier, while eight-level PSK, π/4DQPSK, and QPSK all require substantially more linearity. (If AM components pass through a nonlinear amplifier, spectral regrowth occurs; that is, sidebands are generated.) Implicitly this means using Class A/B amplifiers (20 to 30 percent efficient) rather than Class C amplifiers (50 to 60 percent efficient), which increases the power budget problem and heat dissipation issue. Alternatively, amplifiers need to be run as Class C when processing GMSK, Class A/B when processing nonconstant envelope modulation, or some form of baseband predistortion has to be introduced so that the RF platform becomes modulation-transparent. (RF efficiency is maintained but baseband processor overheads increase.)



The Design Brief for a Multislot, Multiband, Multimode Phone We can now summarize the design objectives for a GSM multislot GPRS phone capable of working in several (three or four) frequency bands and capable of supporting other modulation techniques, such as non-constant envelope, and multiplexing (TDMA or CDMA) options.
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Chapter 2 Multiband Design Objectives: ■■



Design an architecture capable of receiving and generating discrete frequencies across four frequency bands (a total of 995 × 200 kHz channels) at duplex spacings of 45, 80, or 95 MHz while maintaining good frequency and phase stability. To maintain sensitivity, all handsets must be capable of frequency hopping from frame to frame (217 times a second).



■■



Maintain or improve sensitivity and selectivity without increasing component count or cost.



Multislot Design Objectives: ■■



Manage the increase in duty cycle and improve heat dissipation.



■■



Manage power-level differences slot to slot.



Multimode Design Objectives: ■■



Find some way of delivering power efficiency and linearity to accommodate non-constant envelope modulation.



As always, there is no single optimum solution but a number of options with relative merits and demerits and cost/performance/complexity trade-offs.



Receiver Architectures for Multiband/Multimode The traditional receiver architecture of choice has been, and in many instances continues to be, the superheterodyne, or “superhet.” The principle of the superhet, invented by Edwin Armstrong early in the twentieth century, is to take the incoming received signal and to convert it, together with its modulation, down to a lower frequency—the intermediate frequency (IF), where channel selective filtering and most of the gain is performed. This selected, gained up channel is then demodulated to recover the baseband signal. Because of the limited bandwidth and dynamic range performance of the superhet stages prior to downconversion, it is necessary to limit the receiver front-end bandwidth. Thus, the antenna performance is optimized across the band of choice, preselect filters have a similar bandwidth of design, and the performance and matching efficiencies of the low-noise amplifier (LNA) and mixer are similarly tailored. For GSM GPRS, the handset preselect filters have a bandwidth of 25 MHz (GSM800), 39 MHz (GSM900), 75 MHz (GSM1800), or 60 MHz (GSM1900). The filter is used to limit the RF energy to only that in the bandwidth of interest in order to minimize the risk of overloading subsequent active stages. This filter may be part of the duplex filter. After amplification by the LNA, the signal is then mixed with the local oscillator (LO) to produce a difference frequency—the IF. The IF will be determined by the image frequency positioning, the selectivity capability and availability of the IF filter, and the required LO frequency and range. The objective of the superhet is to move the signal to a low-cost, small form factor processing environment. The preselect filter and LNA have sufficient bandwidth to



GPRS/EDGE Handset Hardware process all possible channels in the chosen band. This bandwidth is maintained to the input to the mixer, and the output from the mixer will also be wideband. Thus, a filter bandwidth of just one channel is needed to select, or pass, the required channel and reject all adjacent and nearby channels after the mixer stage. This filter is placed in the IF. In designing the superhet, the engineer has chosen the IF and either designed or selected an IF filter from a manufacturer’s catalog. The IF filter has traditionally had a bandwidth equal to the modulation bandwidth (plus practical tolerance margin) of a single channel. Because the output from the mixer is wideband to support multiple channels, it is necessary to position the wanted signal to pass through the selective IF filter. For example, if the IF filter had a center frequency of 150 MHz and the wanted channel was at 922 MHz, the LO would be set to 1072 MHz (1072-922 = 150 MHz) or 772 MHz (922-772 = 150 MHz) to translate the center of the wanted channel to the center of the IF filter. The designer must ensure that the passband of the filter can pass the modulation bandwidth without distortion. Following the selective filtering, the signal passes to the demodulator where the carrier (IF) is removed to leave the original baseband signal as sourced in the transmitter. The IF filter and often the demodulator have traditionally been realized as electromechanical components utilizing piezoelectric material—ceramic, quartz, and so on. This approach has provided sufficient selectivity and quality of filtering for most lower-level (constant envelope) modulations, such as FM, FSK, and GMSK. However, with the move toward more complex modulation, such as π/4DQPSK, QPSK, and QAM, the performance—particularly the phase accuracy of this filter technology— produces distortion of the signal. The second problem with this type of filter is that the parameters—center frequency, bandwidth, response shape, group delay, and so on—are fixed. The engineer is designing a receiver suitable for only one standard, for example, AMPS at 25 kHz bandwidth, IS136 at 30 kHz, GSM at 200 kHz. Using this fixed IF to tune the receiver, the LO must be stepped in channel increments to bring the desired channel into the IF. Given the requirement for multimode phones modes with different modulation bandwidths and types, this fixed single-mode approach cannot be used. The solution is either to use multiple switched filters and demodulators or to adopt an alternative flexible approach. The multi-filter approach increases the cost and form factor for every additional mode or standard added to the phone and does not overcome the problems of insufficient phase/delay performance in this selective component. A more cost-effective, flexible approach must be adopted. It is the adoption of increasingly capable digital processing technology at an acceptable cost and power budget that is providing a flexible design solution. To utilize digital processes, it is necessary to convert the signal from the analog domain to the digital domain. It would be ideal to convert the incoming RF to the digital domain and perform all receive processes in programmable logic. The ultimate approach would be to convert the whole of the cellular RF spectrum (400 MHz to 2500 MHz) in this way and to have all standards/modes/bands available in a common hardware platform—the so-called software radio. The capability to convert signals directly at RF—either narrowband or wideband—to the digital domain does not yet exist. The most advanced analog-to-digital
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Chapter 2 converters (ADCs) cannot yet come near to this target. To configure a practical cost effective receiver, the ADC is positioned to sample and digitize the IF; that is, the conventional downconverting receiver front end is retained. The receiver design engineer must decide the IF frequency and the IF bandwidth to be converted. In the superhet architecture, the higher the IF that can be used, the easier the design of the receiver front end. However, the higher the frequency to be converted, the higher the ADC power requirement. If an IF bandwidth encompassing all channels in the band selected could be digitized, the receiver front end could be a simple non-tuning downconverter with channel selection being a digital baseband function. This is a viable technique for base station receivers where power consumption is less of an issue; however, for handsets, the ADC and DSP power required restricts the approach to digitization of a singlechannel bandwidth. This then returns us to single-channel passband filtering in the analog IF prior to digitization—a less than ideal approach for minimum component multimode handsets. However, minimum performance IF filters could be employed with phase compensation characteristics programmed into the digital baseband filtering to achieve overall suitability of performance. Another possible approach is to use a single IF selective filter but with a bandwidth suitable for the widest mode/standard to be used. For W-CDMA, this would be 5 MHz. The 5 MHz bandwidth would then be digitized. If it was required to work in GSM mode, the required 200 kHz bandwidth could be produced in a digital filter. This approach needs careful evaluation. If the phone is working predominantly in GSM mode, the sampling/digitizing process is always working at a 5 MHz bandwidth. This will consume considerably more power than a sampling system dimensioned for 200 kHz. So, in summary, the base station may use a wideband downconverter front end and sampling system with baseband channel tuning, but the handset will use a tunable front end with single-channel sampling and digital demodulation. The required number of converter bits must also be considered. Again, the power consumption will be a key-limiting parameter, given the issues of input (IF) frequency and conversion bandwidth. The number of bits (resolution) equates directly to the ADC conversion or quantization noise produced, and this must be small compared with the carrier-to-noise ratio (CNR) of the signal to be converted. In a GSM/GPRS receiver, 8 to 10 bits may be necessary. In a W-CDMA receiver, since the IF CNR is considerably worse (because of the wideband noise created signal), 6 or even 4 bits may be sufficient. In a mobile environment, the received signal strength can vary by at least 100 dB, and if this variability is to be digitized, an ADC of 20 bits plus would be required. Again, at the required sample rates this is impractical—the dynamic range of the signal applied to the ADC must be reduced. This reduction in dynamic range is achieved by the use of a variable-gain amplifier (VGA) before the ADC. Part of the digital processing function is to estimate the received signal strength and to use the result to increase or decrease the gain prior to the ADC. This process can be applied quite heavily in the handset, since it is required to receive only one signal. However, in the base station, it is required to receive strong and weak signals simultaneously, so dynamic range control is less applicable. In 3G networks, aggressive power control also assists in this process. We consider further issues of the IF sampled superhet in node B design discussions in Chapter 11.
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Direct Conversion Receivers In this section we consider an alternative architecture to the superhet—the direct conversion receiver (DCR). Direct conversion receivers, also referred to as zero IF (ZIF), were first used in amateur radio in the 1950s, then HF receivers in the 1960s and 1970s, VHF pagers in the 1980s, 900 MHz/1800 MHz cordless and (some) cellular phones in the 1990s, and in GPRS and 3G designs today. The superhet is a well-tried and -tested approach to receiver implementation, having good performance for most applications. However, it does have some disadvantages: ■■



It requires either additional front-end filters or a complex image reject mixer to prevent it from receiving two frequencies simultaneously—the wanted frequency and an unwanted frequency (the image frequency).



■■



If multiple bandwidths are to be received, multiple IF filters may be required.



■■



The digital sampling and conversion is performed at IF and so will require functions to work at these frequencies—this can require considerable current as the design frequency increases.



The DCR is directed at overcoming these problems. The principle is to inject the LO at a frequency equal to the received signal frequency. For example, if a channel at 920 MHz was to be received, the LO would be injected into the mixer at 920 MHz. The mixer would perform the same function as in the superhet and output the difference of the signal and the LO. The output of the mixer, therefore, is a signal centered on 0 Hz (DC) with a bandwidth equal to the original modulation bandwidth. This brings in the concept of negative frequency (see Figure 2.4).
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Figure 2.4 The negative frequency.
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Chapter 2 If the signal is obtained simply as the output of the mixer, it is seen as a conventional positive-only frequency where the lower sideband has been folded onto the upper sideband—the energies of the two sidebands are inseparable. To maintain and recover the total signal content (upper and lower sidebands), the signal must be represented in terms of its phase components. To represent the signal by its phase components, it is necessary to perform a transform (Hilbert) on the incoming signal. This is achieved by splitting the signal and feeding it to two mixers that are fed with sine and cosine LO signals. In this way an in-phase (I) and quadrature phase (Q) representation of the signal (at baseband) is constructed. The accuracy or quality of the signal representation is dependent on the I and Q arm balance and the linearity of the total front end processing (see Figure 2.5). Linearity of the receiver and spurious free generation of the LO is important, since intermodulation and distortion products will fall at DC, in the center of the recovered signal, unlike the superhet where such products will fall outside the IF. Second-order distortion will rectify the envelope of an amplitude modulated signal—for example, QPSK, π/4DQPSK, and so on to produce spurious baseband spectral energy centered at DC. This then adds to the desired downconverted signal. It is particularly serious if the energy is that of a large unwanted signal lying in the receiver passband. The solution is to use balanced circuits in the RF front end, particularly the mixer, although a balanced LNA configuration will also assist (see Figure 2.6).
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Figure 2.5 I and Q balancing.
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Figure 2.6 Even harmonic distortion.



If the balancing is optimum, even order products will be suppressed and only odd products created. However, even in a balanced circuit, the third harmonic of the desired signal may downconvert the third LO overtone to create spurious DC energy, adding to the fundamental downconverted signal. In the superhet, this downconverted component lies in the stopband of the IF filter. Although the even and odd order terms may themselves be small, if the same intermodulation performance as the superhet is to be achieved, the linearities must be superior. As circuit balance improves, the most severe problem remaining is that of DC offsets in the stages following the mixer. DC offsets will occur in the middle of the downconverted spectrum, and if the baseband signal contains energy at DC (or near DC) distortions/offsets will degrade the signal quality, and SNR will be unacceptably low. The problem can have several causes: ■■



Transistor mismatch in the signal path between the mixer and the I and Q inputs to the detector.



■■



The LO, passing back through the front end circuits (as it is on-frequency) and radiating from the antenna then reflects from a local object and reenters the receiver. The re-entrant signal then mixes with the LO, and DC terms are produced in the mixer (since sin2 and cos2 functions yield DC terms).



■■



A large incoming signal may leak into the LO port of the mixer and as in the previous condition self convert to DC.



The second and third problems can be particularly challenging, since their magnitude changes with receiver position and orientation.
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Chapter 2 DCRs were originally applied to pagers using two-tone FSK modulation. In this application DC offsets were not a problem because no energy existed around DC—the tones were + and -4.5 kHz either side of the carrier. The I and Q outputs could be AC coupled to lose the DC offsets without removing significant signal energy. In the case of GSM/GPRS and QPSK, the problem is much more acute, as signal energy peaks to DC. After downconversion of the received signal to zero IF, these offsets will directly add to the peak of the spectrum. It is no longer possible to null offsets by capacitive coupling of the baseband signal path, because energy will be lost from the spectral peak. In a 200 kHz bandwidth channel with a bit error rate (BER) requirement of 10-3, a 5 Hz notch causes approximately 0.2 dB loss of sensitivity. A 20 Hz notch will stop the receiver working altogether. It is necessary to measure or estimate the DC offsets and to remove (subtract) them. This can be done as a production test step for the fixed or nonvariable offsets, with compensating levels programmed into the digital baseband processing. Removing the signal-induced variable offsets is more complex. An example approach would be to average the signal level of the digitized baseband signal over a programmable time window. The time averaging is a critical parameter to be controlled in order to differentiate dynamic amplitude changes that result from propagation effects and changes caused by network effects, power control, traffic content, and so on. Analog (RF) performance depends primarily on circuit linearity usually achieved at device level; however, this is a demanding approach both in power and complexity, and compensation at system level should be attempted. Baseband compensation is generally achieved as part of the digital signal processing and hence more easily achieved. Using a basic DCR configuration, control and compensation options may be considered (see Figure 2.7). Receiver gain must be set to feed the received signal linearly to the ADC over an 80to 90-dB range. Saturation in the LPF, as well as other stages, will unacceptably degrade a linear modulation signal—for example, QPSK, QAM, and π/4DQPSK. To avoid this problem, gain control in the RF and baseband linear front-end stages is employed, including the amplifier, mixer, and baseband amplifiers. The front-end filter, or preselector, is still used to limit the RF bandwidth energy to the LNA and mixers, although since there is now no image, no other RF filters are required. Selectivity is achieved by use of lowpass filters in the I and Q arms, and these may be analog (prior to digital conversion) or digital (post digital conversion). The principle receive signal gain is now in the IQ arms at baseband, which can create the difficulty of high low-frequency noise, caused by flicker effects or 1/f. Another increasingly popular method of addressing the classic DCR problems is to use a low IF or near-zero IF configuration. Instead of injecting the LO on a channel, it is set to a small offset frequency. The offset is design-dependent, but a one- or twochannel offset can be used or even a noninteger offset. The low IF receiver has a frequency offset on the I and Q and so requires the baseband filter to have the positive frequency characteristic different from the negative frequency characteristic (note that conventional filter forms are symmetrical). This is the polyphase filter. As energy is shifted away from 0 Hz, AC coupling may again be used, thus removing or blocking DC offsets and low-frequency flicker noise. This solution works well if the adjacent channel levels are not too much higher than the wanted signal, since polyphase filter rejection is typically 30 to 40 dB.
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Figure 2.7 Direct conversion receiver control and compensation circuits.



To Sum Up Direct conversion receivers provide an elegant way of reducing component count, and component cost and increased use of baseband processing have meant that DCR can be applied to GPRS phones, including multiband, multimode GPRS. Careful impedance matching and attention to design detail means that some of the sensitivity and selectivity losses implicit in GPRS multislotting can be offset to deliver acceptable RF performance. Near-zero IF receivers, typically with an IF of 100 kHz (half-channel spacing) allow AC coupling to be used but require a more highly specified ADC.



Transmitter Architectures: Present Options We identified in Chapter 1 a number of modulation techniques, including GMSK for GSM, π/4DQPSK for IS54 TDMA, 8 PSK for EDGE, and 16-level QAM for CDMA2000 1 × EV. To provide some design standardization, modulation is usually achieved through a vector IQ modulator. This can manage all modulation types, and it separates the modulation process from the phase lock loop synthesizer—the function used to generate specific channel frequencies.
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Figure 2.8 Upconverting transmitter.



As in the case of the superhet receiver, the traditional transmitter architecture has consisted of one or more upconversion stages from the frequency generating/modulating stage to the final PA. This approach allows a large part of the signal processing, amplification, filtering, and modulation to be performed at lower, cost-effective, highly integrated stages (see Figure 2.8). The design approach is low risk with a reasonably high performance. The disadvantage of this approach is that a large number of unwanted frequencies are produced, including images and spurii, necessitating a correspondingly large number of filters. If multiband/multimode is the objective, the number of components can rise rapidly. Image reject mixers can help but will not remove the filters entirely. A typical configuration might use an on-chip IF filter and high local oscillator injection. With careful circuit design, it may be possible, where transmit and receive do not happen simultaneously, to reduce the number of filters by commoning the transmit and receive IFs.



Issues to Resolve One problem with the architectures considered so far is that the final frequency is generated at the start of the transmitter chain and then gained up through relatively (tens of MHz) wideband stages. The consequence of this is to cause wideband noise to be present at the transmitter output stage—unless filters are inserted to remove it. The noise will be a particular problem out at the receive frequency, a duplex spacing away. (This noise will radiate and desensitize adjacent handsets ). To attenuate the far out noise, filters must be added before and after the PA, and so the duplex filter has been retained. Again, in a multiband design this can increase the number of filters considerably. To remove the need for these filters, an architecture called the offset loop or translational loop transmitter has been developed. This relies on using the noise-reducing



GPRS/EDGE Handset Hardware bandwidth properties of the PLL. Essentially the PLL function is moved from the start of the transmitter to the output end, where the noise bandwidth becomes directly a function of the PLL bandwidth. In a well-designed, well-characterized PLL, the wideband noise output is low. If the PLL can be implemented without a large divider ratio (N) in the loop, then the noise output can be reduced further. If such a loop is used directly in the back end of the transmitter, then the filters are not required. A typical configuration will have a VCO running at the final frequency within a PLL. To translate the output frequency down to a reference frequency, a second PLL is mixed into the primary loop. Tuning is accomplished by tuning the secondary loop, and in this example, modulation is applied to the sampling frequency process. If there are no dividers, modulation transfer is transparent. A number of critical RF components are still needed, however. For example, the tuning and modulation oscillators require resonators, and 1800 MHz channels need to be produced by a doubler or bandswitched resonators. Figure 2.9 shows a similar configuration, but using dividers, for a multiband implementation (single-band, dual-band, or tri-band GSM). Modulation is applied to a PLL with the VCO running at final frequency. Again, this reduces wideband noise sufficiently to allow the duplex filter to be replaced with a switch. Because of the lack of upconversion, there are no image products, so no output bandpass filters are required. The advantage of this implementation is that it reduces losses between the transmit power amplifier and the antenna and allows the RF power amplifier to be driven into saturation without signal degradation. The loop attempts to track out the modulation, which is introduced as a phase error and so transfers the modulation onto the final frequency Tx VCO. Channel selection is achieved by tuning the offset oscillator, which doubles as the first local oscillator in receive mode.
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Figure 2.9 Multiband GSM 900/1800/1900 MHz.
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Chapter 2 There are a number of implementation challenges in an OPLL design: ■■



The noise transmitted in the receive band and modulation accuracy is determined by the closed-loop performance of the OPLL. If the loop bandwidth is too narrow, modulation accuracy is degraded; if the loop bandwidth is too wide, the receive band noise floor rises.



■■



Because the OPLL processes phase and can only respond to phase lock functions for modulation, an OPLL design is unable to handle modulation types that have amplitude components. Thus, it has only been applied to constant envelope modulations (for example, FM, FSK, and GMSK).



■■



Design work is proceeding to apply the benefits of the OPLL to non-constant envelope modulation to make the architecture suitable for EDGE and QPSK. Approaches depend mainly on using the amplitude limiting characteristics of the PLL to remove the amplitude changes but to modulate correctly the phase components and then to remodulate the AM components back onto the PA output. With the above options, the advantage of having a simple output duplex switch (usually a GaAs device) is only available when nonsimultaneous transmit/receive is used. When higher-level GPRS classes are used, the duplex filter must be reinstated.



A number of vendors are looking at alternative ways to manage the amplitude and phase components in the signal path. For illustration purposes, we’ll look at an example from Tropian (www.tropian.com). The Tropian implementation uses a core modulator in which the amplitude and phase paths are synchronized digitally to control timing alignment and modulation accuracy (see Figure 2.10). The digital phase and amplitude modulator is implemented in CMOS and the RF PA in GaAs MOSFET.
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Figure 2.10 Tropian transmitter handset system block diagram.
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GPRS/EDGE Handset Hardware We revisit linearization and adaptive predistortion techniques again when we study base station hardware implementation in Chapter 11. In the last part of this chapter we focus on the remaining design brief areas for achieving a multiband, multislot, multimode handset.



GPRS RF PA There are two particular issues with GPRS RF PA design: ■■



The duty cycle can change from 1/8 to 8/8.



■■



Power levels can change between time slots.



The need to improve power efficiency focuses a substantial amount of R&D effort on RF materials. Table 2.3 compares present options on the basis of maturity, cost per Watt, whether or not the processes need a negative voltage, and power-added efficiencies at 900/1800 MHz. Given that power-added efficiencies better than 55 percent are very hard to achieve in practice (even with Class C amplifiers), heat dissipation is a critical issue and has led to the increased use of copper substrates to improve conductivity. Recently, silicon germanium has grown in popularity as a material for use at 1800 MHz/2 GHz, giving efficient gain and noise performance at relatively low cost. Implementing multislot GPRS with modulation techniques that contain amplitude components will be substantially harder to achieve—for example, the (4DQPSK modulation used in IS54TDMA or the eight-level PSK used in EDGE.



Table 2.3



Device Technology Comparison



DEVICE TECHNOLOGY



PAE1 (%) (4.8V, 900 MHZ)



PAE2 (%) (3V, 1.8 GHZ) MATURITY



SINGLE BIAS SUPPLY



COST PER WATT



Si BJT



60-70



20-30



Mature



Yes



Low



Si MOSFET



40-60



15-25



Mature



Yes



Lowest



SiGe HBT



60-70



40-50



Early days



Yes



Potentially low



GaAs MESFET



60-70



45-55



Mature



No



Moderate



GaAs P-HEMT



60-70



50-60



Becoming mature



Possibly



High



GaAs HBT



60-70



45-55



Becoming mature



Yes



High
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Chapter 2 In a practical phone design, linearity is always traded against DC power consumption. Factors that decide the final position on this linearity/efficiency trade-off include the following: ■■



The semiconductor material, Si, GaAs, SiGe, and so on



■■



The transistor construction, packaging technique, bond wire inductances, and so on



■■



The number of components used in and around the power amplifiers



■■



The expertise and capability of the design engineer



Designers have the option of using discrete devices, an integrated PA, or a module. To operate at a practical power efficiency/linearity level, there will inevitably be a degree of nonlinearity in the PA stage. This in turn makes the characterization of the parameters that influence efficiency and linearity difficult to measure and difficult to model. Most optimization of efficiency is carried out by a number of empirical processes (for example, load line characterization, load pull analysis, and harmonic shorting methods). Results are not always obvious—for instance, networks matching the PA output to 50 ohms are frequently configured as a lowpass filter that attenuates the nonlinearities generated in the output device. The PA appears to have a good—that is, low—harmonic performance. The nonlinearity becomes evident when a non-constant envelope (modulated) signal is applied to the PA as intermodulation products and spectral spreading are seen. Until recently the RF PA was the only function in a 2 GHz mobile phone where efficiency and linearity arguments favored GaAs over silicon. The situation is changing. Advances in both silicon (Si) and silicon germanium (SiGe) processes, especially in 3G phone development, make these materials strong contenders in new designs. Higher performance is only obtained through attention to careful design. Advanced design techniques require advanced modeling/simulation to obtain the potential benefits. Design implementation is still the major cause of disappointing performance. In Chapter 11 we examine GPRS base station and 3G Node B design, including linearization techniques, power matching, and related performance optimization techniques.



Manage Power-Level Difference Slot to Slot The power levels and power masks are described in GSM 11.10-1. Compliance requires the first time slot be set to maximum power (PMAX) and the second time slot to minimum power, with all subsequent slots set to maximum. PMAX is a variable established by the base station and establishes the maximum power allowed for handset transmit. The handset uses received power measurements to calculate a second value and transmits with the lower one. This open-loop control requires a close, accurate link between received signal and transmitted power, which in turn requires careful calibration and testing during production. All TDMA transmissions (handset to base, base to handset) require transmit burst shaping and power control to maintain RF energy within the allocated time slot. The simplest form of power control is to use an adjustable gain element in the transmitter amplifying chain. Either an in-line attenuator is used (for example, PIN diode), a variable gain driver amplifier, or power rail control on the final PA.



GPRS/EDGE Handset Hardware The principal problem with this open-loop power control is the large number of unknowns that determine the output power—for example, device gains, temperature, variable loading conditions, and variable drive levels. To overcome some of the problems in the open-loop system, a closed-loop feedback may be used. The power leveling/controlling of RF power amplifiers (transmitter output stages) is performed by tapping off a small amount of the RF output power, feeding it to a diode detector (producing a DC proportional to the RF energy detected), comparing the DC obtained with a reference level (variable if required), and using the comparison output to control the PA and PA driver chain gain. RF output power control can be implemented using a closed-loop approach. The RF power is sampled at the output using a directional coupler or capacitive divider and is detected in a fast Schottky diode. The resultant signal representing the peak RF output voltage is compared to a reference voltage in an error amplifier. The loop controls the power amplifier gain via a control line to force the measured voltage and the reference voltage to be equal. Power control is accomplished by changing the reference voltage. Although straightforward as a technique, there are disadvantages: ■■



The diode temperature variation requires compensation to achieve the required accuracy. The dynamic range is limited to that of the detector diode (approximately 20 dB—without compensation).



■■



Loop gain can vary significantly over the dynamic range, causing stability problems.



■■



Switching transients are difficult to control if loop bandwidth is not constant.



An alternative control mechanism can be used with amplifiers employing square law devices (for example, FETs). The supply voltage can be used to control the amplifier’s output power. The RF output power from an amplifier is proportional to the square of the supply voltage. Reducing the drain voltage effectively limits the RF voltage swing and, hence, limits the output power. The response time for this technique is very fast, and in the case of a square-law device, this response time is voltage-linear, for a constant load. The direct diode detection power control system has been satisfactory for analog cellular systems and is just satisfactory for current TDMA cellular systems (for example, GSM, IS54 TDMA, and PDC), although as voltage headrooms come down (4.8 V to 3.3 V to 2.7 V), lossy supply control becomes unacceptable. CDMA and W-CDMA require the transmitter power to be controlled more accurately and more frequently than previous systems. This has driven R&D to find power control methods that meet the new requirements and are more production-cost-effective. Analog Devices, for example, have an application specific IC that replaces the traditional simple diode detector with an active logarithmic detector. The feedback includes a variable gain single pole low pass filter with the gain determined by a multiplying digital-to-analog converter (DAC) The ADC is removed. A switched RF attenuator is added between the output coupler and the detector, and a voltage reference source is added. Power control is achieved by selecting/deselecting the RF attenuator and adjusting the gain of the LPF by means of the DAC The system relies on the use of detecting log amps that work at RF to allow direct measurement of the transmitted signal strength over a wide dynamic range. Detecting
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Chapter 2 log amps have a considerable application history in wide dynamic range signal measurement—for example, spectrum analyzers. Recently the implementation has improved and higher accuracy now results from improvements in their key parameters: slope and intercept.



Power Amplifier Summary TDMA systems have always required close control of burst shaping—the rise and fall of the power envelope either side of the slot burst. In GPRS this process has to be implemented on multiple slots with significant variations in power from burst to burst. Log detector power control implementations improve the level of control available and provide forward compatibility with 3G handset requirements.



Multiband Frequency Generation Consider that the requirement is to design an architecture capable of generating discrete frequencies across four frequency bands (a total of 995 × 200 kHz channels) at duplex spacings of 45, 80, and 95 MHz while maintaining good frequency and phase stability. The system block used in cellular handsets (and prior generations of two-way radios) to generate specific frequencies at specific channel spacings is the frequency synthesizer—the process is described as frequency synthesis. PLLs have been the dominant approach to RF frequency synthesis through 1G and 2G systems and will continue to be the technology of choice for RF signal generation in 2.5G and 3G applications. The synthesizer is required to generate frequencies across the required range, increment in channel sized steps, move rapidly from one channel to another (support frequency hopping and handover), and have a low-noise, distortion-free output. In 1G systems the network protocols allowed tens of milliseconds to shift between channels—a simple task for the PLL. PLLs were traditionally implemented with relatively simple integer dividers in the feedback loop. This approach requires that the frequency/phase comparison frequency is equal to the minimum frequency step size (channel spacing) required. This in turn primarily dictated the loop filter time constant— that is, the PLL bandwidth and hence the settling time. GSM has a channel spacing of 200 kHz, and so fREF is 200 kHz. But the GSM network required channel changes in hundreds of microseconds. With a reference of 200 kHz the channel switching rate cannot be met, so various speed-up techniques have been developed to cheat the time constant during frequency changes. In parallel with this requirement, PLL techniques have been developed to enable RF signal generators and test synthesizers to obtain smaller step increments—without sacrificing other performance parameters. This technique was based on the ability to reconfigure the feedback divider to divide in sub-integer steps—the Fractional-N PLL.



GPRS/EDGE Handset Hardware This had the advantage of increasing the reference by a number equal to the fractional division, for example: Integer-N PLL ■■



O/P frequency = 932 MHz, fREF = 200 kHz



■■



N = 932 MHz/200 kHz = 4660



Fractional-N PLL ■■



If N can divide in 1/8ths, (that is, 0.125/0.250/0.375, etc.)



■■



O/P frequency = 932 MHz, fREF = 200 kHz × 8 = 1.6 MHz



■■



N = 932 MHz/1.6 MHz = 582.5



This should have two benefits: ■■



The noise generated by a PLL is primarily a function of the division ratio, so reducing N should give a cleaner output, for example:



Integer-N PLL ■■



N = 4660



■■



Noise = 20log4660



■■



= 73.4 dB



Fractional-N PLL ■■



N= 582.5



■■



Noise = 20log582.5



■■



= 55 dB



for an 18.4-dB improvement. ■■



As the reference frequency is now 1.6 MHz, the loop is much faster and so more easily meets the switching speed/settling time requirements. However, the cost is a considerable increase in the amount of digital steering and compensation logic that is required to enable the Fractional-N loop to perform. For this reason, in many implementations the benefit has been marginal (or even negative).



Interestingly, some vendors are again offering Integer-N loops for some of the more advanced applications (for example, GPRS and EDGE) and proposing either two loops—one changing and settling while the second is outputting—or using sophisticated speed-up techniques. A typical example has three PLLs on chip complete with VCO transistor and varactors—resonators off chip. Two PLLs are for the 900 MHz and 1.8 GHz (PLL1) and 750 MHz to 1.5 GHz (PLL2). The third PLL is for the IF/demodulator function.
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Chapter 2



Summary The introduction of GPRS has placed a number of new demands on handset designers. Multislotting has made it hard to maintain the year-on-year performance improvements that were delivered in the early years of GSM (performance improvements that came partly from production volume—the closer control of RF component parameters). This volume-related performance gain produced an average 1 dB per year of additional sensitivity between 1992 and 1997. Smaller form factor handsets, tri-band phones, and more recently, multislot GPRS phones have together resulted in a decrease in handset sensitivity. In general, network density today is sufficient to ensure that this is not greatly noticed by the subscriber but does indicate that GSM (and related TDMA technologies) are nearing the end of their maturation cycle in terms of technology capability. The room for improvement reduces over time. Present GPRS handsets typically support three or four time slots on the downlink and one time slot on the uplink, to avoid problem of overheating and RF power budget in the handset. Good performance can still be achieved either by careful implementation of multiband-friendly direct conversion receiver architectures or superhet designs with digital IF processing. Handsets are typically dual-band (900/1800 MHz) or tri-band (900/1800/1900 MHz). In the next chapter, we set out to review the hardware evolution needed to deliver third-generation handsets while maintaining backward compatibility with existing GSM, GPRS, and EDGE designs.



CHAPTER



3



3G Handset Hardware



In the two previous chapters we identified that one of the principal design objectives in a cellular phone is to reduce component count, component complexity, and cost, and at the same time improve functionality. By functionality we mean dynamic range—that is, the range of operating conditions over which the phone will function—and the ability to support multiple simultaneous channels per user. We showed how GPRS could be implemented to provide a limited amount of bandwidth on demand and how GPRS could be configured to deliver, to a limited extent, a number of parallel channels, such as simultaneous voice and data. However, we also highlighted the additional cost and complexity that bandwidth on demand and multiple slots (multiple per user channel streams) introduced into a GSM or TDMA phone.



Getting Started The general idea of a 3G air interface—IMT2000DS, TC, or MC—is to move the process of delivering sensitivity, selectivity, and stability from RF to baseband, saving on RF component count, RF component complexity, and cost, and increasing the channel selectivity available to individual users. You could, for example, support multiple channel streams by having multiple RF transceivers in a handset, but this would be expensive and tricky to implement, because too many RF frequencies would be mixing together in too small a space. Our starting point is to review how the IMT2000DS air interface delivers sensitivity, selectivity, and stability, along with the associated handset hardware requirements.
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Chapter 3 At radio frequencies, sensitivity is achieved by providing RF separation (duplex spacing) between send and receive, and selectivity is achieved by the spacing between RF channels—for example, 25 kHz (PMR), 30 kHz (AMPS or TDMA), 200 kHz (GSM), or 5 MHz (IMT2000DS). At baseband, the same results can be achieved by using digital filtering; instead of RF channel spacing, we have coding distance, the measure of how separate—that is, how far apart—we can make our 0s and 1s. The greater the distance between a 0 and a 1, the more certain we are that the demodulated digital value is correct. An increase in coding distance equates to an increase in sensitivity. Likewise, if we take two coded digital bit streams, the number of bit positions in which the two streams differ determines the difference or distance between the two code streams. The greater the distance between code streams, the better the selectivity. The selectivity includes the separation of channels, the separation of users one from another, and the separation of users from any other interfering signal. The distance between the two codes (shown in Figure 3.1) is the number of bits in which the two codes differ (11!). As code length increases, the opportunity for greater distance (that is, selectivity) increases. An increase in selectivity either requires an increase in RF bandwidth, or a lower bit rate. Stability between two communicating devices can be achieved by locking two codes together (see Figure 3.2). This is used in TDMA systems to provide synchronization (the S burst in GSM is an example), with the base station providing a time reference to the handset. In IMT2000DS, the code structure can be used to transfer a time reference from a Node B to a handset. In addition, a handset can obtain a time reference from a macro or micro site and transfer the reference to a simple, low-cost indoor picocell.



0 1 1 0 1 0 1 1 0 1 0 0 1 0 1 0 0



1 0 0 1 1 0 1 1 1 0 1 1 0 0 0 1 0 Figure 3.1 Coding distance—selectivity.



3G Handset Hardware 0 1 1 0 1 0 1 1 0 1 0 0 1 0 1 0 0



0 1 1 0 1 0 1 1 0 1 0 0 1 0 1 0 0 Figure 3.2 Code correlation—stability.



Code Properties Direct-Sequence Spread Spectrum (DSSS) techniques create a wide RF bandwidth signal by multiplying the user data and control data with digital spreading codes. The wideband characteristics are used in 3G systems to help overcome propagation distortions. As all users share the same frequency, it is necessary to create individual user discrimination by using unique code sequences. Whether a terminal has a dedicated communication link or is idle in a cell, it will require a number of defined parameters from the base station. For this reason, a number of parallel, or overlaying, codes are used (see Figure 3.3): ■■



Codes that are run at a higher clock, or chip, rate than the user or control data will expand the bandwidth as a function of the higher rate signal (code). These are spreading codes.



■■



Codes that run at the same rate as the spread signal are scrambling codes. They do not spread the bandwidth further.
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Figure 3.3 Spreading codes and scrambling codes.



Chip Rate 3.84 Mcps
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Chapter 3 The scrambling codes divide into long codes and short codes. Long codes are 38,400 chip length codes truncated to fit a 10-ms frame length. Short codes are 256 chips long and span one symbol period. On the downlink, long codes are used to separate cell energy of interest. Each Node B has a specific long code (one of 512). The handset uses the same long code to decorrelate the wanted signal (that is, the signal from the serving Node B). Scrambling codes are designed to have known and uniform limits to their mutual cross correlation; their distance from one another is known and should remain constant.



Code Properties—Orthogonality and Distance Spreading codes are designed to be orthogonal. In a perfectly synchronous transmission, multiple codes co-sharing an RF channel will have no cross-code correlation; that is, they will exhibit perfect distance. The disadvantage with orthogonal codes is that they are limited in number for a given code length. Also, we need to find a family of codes that will support highly variable data rates while preserving most of their orthogonality. These are known as Orthogonal Variable Spreading Factor (OVSF) codes. The variable is the number of symbols (also known as chips) used from the spreading code to cover the input data symbol. For a high bit rate (960 kbps) user, each data symbol will be multiplied with four spreading symbols, a 480 kbps user will have each data symbol multiplied with eight symbols, a 240 kbps user will have each data symbol multiplied with 16 symbols, and so on, ending up with a 15 kbps user having each data symbol multiplied with 256 symbols. In other words, as the input data/symbol rate increases, the chip cover decreases—and as a result, the spreading gain decreases. The input data (encoded voice, image, video, and channel coding) comes in as a 0 or a 1 and is described digitally as a +1 or as a -1. It is then multiplied with whatever the state of the spreading code is at any moment in time using the rule set shown in Tables 3.1 and 3.2. Table 3.2 shows the OVSF code tree. We can use any of the codes from SF4 to SF256, though with a number of restrictions, which we will discuss in a moment.



Table 3.1



Exclusive NOR



DATA



SPREADING CODE



OUTPUT



0 (-1)



0 (-1)



1 (+1)



1 (+1)



0 (-1)



0 (-1)



0 (-1)



1 (+1)



0 (-1)



1 (+1)



1 (+1)



1 (+1)



3G Handset Hardware Let’s take a 480 kbps user with a chip cover of eight chips per data symbol, giving a spreading factor of 8 (SF 8). User 1 is allocated Code 8.0 Input Data Symbol -1 Spreading code:



+1



+1



+1



+1



+1



+1



+1



+1



Composite code:



-1



-1



-1



-1



-1



-1



-1



-1



The despreading code will be:



+1



+1



+1



+1



+1



+1



+1



+1



The output code will be:



-1



-1



-1



-1



-1



-1



-1



-1



Output Data Symbols = -1 Effectively, we have qualified whether the data symbol is a +1 or -1 eight times and have hence increased its distance. In terms of voltage, our input data signal at -1 Volts will have become an output signal at -8 Volts when correlated over the eight symbol periods. User 2 is allocated Code 8.3. The user’s input symbol is also a -1. Input Data Symbol -1 Spreading code:
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+1
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-1



-1
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+1



Composite code:



-1



-1
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+1



+1



+1



-1



-1



The despreading code will be:



+1



+1



-1



-1



-1



-1



+1



+1



The output code will be:



-1



-1



-1



-1



-1



-1



-1



-1



That is, -1 is generated for all 8 symbol states. User 3 is allocated Code 8.5. User 2’s input data symbol will be exclusive NOR’d by User 3’s despreading code as follows. Input Data Symbol -1 User 2’s spreading code:



+1



+1



-1



-1



-1



-1



+1



+1



Composite code:



-1



-1



+1



+1



+1



+1



-1



-1



User 3’s spreading code:



+1



-1



+1



-1,



-1



+1



-1



+1



The output code will be:



-1



+1



+1



-1



-1



+1



+1



-1



That is, the output is neither a +1 or a -1 but something in between. In other words, a distance has been created between User 2 and User 3 and the output stays in the noise floor.
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Chapter 3 Table 3.2 SF = 1



Spreading Codes SF = 2



SF = 4



SF = 8



SF = 16 Code16,0 =(1, +1, +1, +1, +1, +1, +1, +1, +1, +1, +1, +1, +1, +1, +1, +1)



Code8,0 (+1, +1, +1, +1, +1, +1, +1, +1) Code16,1 =(, +1, +1, +1, +1, +1, +1, +1, +1, -1, -1, -1, -1, -1, -1, -1, -1) Code4,0 (+1, +1, +1, +1) Code16,2 =(+1, -1, +1, -1, +1, -1, +1, -1, +1, -1, +1, -1, +1, -1, +1, -1) Code8,1 (+1, +1, +1, +1, -1, -1, -1, -1) Code16,3 =(, +1, +1, +1, +1, +1, +1, +1, +1, -1, -1, -1, -1, -1, -1, -1, -1) Code2,0 =(+1, +1) Code16,4 =(, +1, +1, -1, -1, +1, +1, -1, -1, -1, -1, +1, +1, -1, -1, +1, +1) Code8,2 (+1, +1, -1, -1, +1, +1, -1, -1) Code16,5 =(, +1, +1, -1, -1, +1, +1, -1, -1, -1, -1, +1, +1, -1, -1, +1, +1)



Code4,1 (+1, +1, -1, -1) Code16,6 =(+1, +1, -1, -1, -1, -1,-1, +1, +1, +1, +1, -1, -1, -1, -1, +1, +1) Code8,3 (+1, +1, -1, -1, -1, -1, +1, +1) Code16,7 =(+1, +1, -1, -1, -1, -1, +1, +1, -1, -1, +1, +1, +1, +1, -1, -1)



Code1,0 =(+1) Code16,8 =(+1, -1, +1, -1, +1, -1, +1, -1, +1, -1, +1, -1, +1, -1, +1, -1) Code8,4 (+1, -1, +1, -1, +1, -1, +1, -1) Code16,9 =(, +1, +1, +1, +1, +1, +1, +1, +1, -1, -1, -1, -1, -1, -1, -1, -1) Code4,0 =(+1, -1, +1, -1) Code16,10 =(, +1, -1, +1, -1, -1, +1, -1, -1, -1, +1, -1, +1, -1, +1, -1, +1) Code8,5 (+1, -1, +1, -1, -1, +1, -1, +1) Code16,11 =(+1, -1, +1, -1, -1, +1, -1, +1, -1, +1, -1, +1, +1, -1, +1, -1) Code2,1 =(+1, -1) Code16,12 =(+1, -1, -1, +1, +1, -1, -1, +1, +1, -1, -1, +1, +1, -1, -1, +1) Code8,6 (+1, -1, -1, +1, +1, -1, -1, +1) Code16,13 =(+1, -1, -1, +1, +1, -1, -1, +1, -1, +1, +1, -1, -1, +1, +1, -1) Code4,3 (+1, -1, -1, +1) Code16,14 =(+1, -1, -1, +1, +1, -1, -1, +1, -1, +1, +1, -1, -1, +1, +1, -1) Code8,7 (+1, -1, -1, +1, -1, +1, +1, -1) Code16,15 =(+1, --1, -1, +1, -1, +1, +1, -1, -1, +1, +1, -1, +1, -1, -1, +1)



4x960 kbps users



8x480 kbps users



16x240 kbps users



256x15 kbps users
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Code Capacity - Impact of the Code Tree and Non-Orthogonality The rule set for the code tree is that if a user is, for example, allocated code 8.0, no users are allowed to occupy any of the codes to the right, since they would not be orthogonal. A “fat” (480 kbps) user not only occupies Code 8.0 but effectively occupies 16.0 and 16.1, 32.0, 32.1, 32.2, 32.3, and so on down to 256.63. In other words, one “fat” user occupies 12.5% of all the available code bandwidth. You could theoretically have one high-bit-rate user on Code 8.0 and 192 “thin” (15 kbps) users on Code 256.65 through to Code 256.256: ■■



1 × high-bit-rate user (Code 8)—Occupies 12.5% of the total code bandwidth.



■■



192 × low-bit-rate users (Code 256)—Occupy all other codes 256.65 through 256.256.



In practice, the code tree can support rather less than the theoretical maximum, since orthogonality is compromised by other factors (essentially the impact of multipath delay on the code properties). Users can, however, be moved to left and right of the code tree, if necessary every 10 ms, delivering very flexible bandwidth on demand. These are very deterministic codes with a very simple and rigorously predefined structure. The useful property is the orthogonality, along with the ability to support variable data rates; the downside is the limited code bandwidth available. From a hardware point of view, it is easy to move users left and right on the code tree, since it just involves moving the correlator to sample the spreading code at a faster or slower rate. On the downlink (Node B to handset), OVSF codes support individual users; that is, a single RF channel Node B (1 × 5 MHz) can theoretically support 4 highbit-rate users (960 kbps), 256 × low-bit-rate (15 kbps) users, or any mix in between. Alternatively, the Node B can support multiple (up to six) coded channels delivered to a single user—assuming the user’s handset can decorrelate multiple code streams. Similarly, on the uplink, a handset can potentially deliver up to six simultaneously encoded code streams, each with a separate OVSF code. In practice, the peak-to-mean variation introduced by using multiple OVSF codes on the uplink is likely to prevent their use at least for the next three to five years, until such time as high degrees of power-efficient linearity are available in the handset PA. We have said the following about the different code types: Spreading codes. Run faster than the original input data. The particular class of code used for spreading is the OVSF code. It has very deterministic rules that help to preserve orthogonality in the presence of widely varying data rates.
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Chapter 3 Scrambling codes. Run at the same rate as the spread signal. They scramble but do not spread; the chip rate remains the same before and after scrambling. Scrambling codes are used to provide a second level of selectivity over and above the channel selectivity provided by the OVSF codes. They provide selectivity between different Node Bs on the downlink and selectivity between different users on the uplink. Scrambling codes, used in IMT2000DS, are Gold codes, a particular class of long code. While there is cross-correlation between long codes, the cross-correlation is uniform and bounded—rather like knowing that an adjacent RF channel creates a certain level of adjacent and co-channel interference. The outputs from the code-generating linear feedback register are generally configured, so that the code will exhibit good randomness to the extent that the code will appear noiselike but will follow a known rule set (needed for decorrelation). The codes are often described as Pseudo-Noise (PN) codes. When they are long, they have good distance properties. Short codes. Short codes are good for fast correlation—for example, if we want to lock two codes together. We use short codes to help in code acquisition and synchronization. In an IMT2000DS handset, user data is channel-coded, spread, then scrambled on the Tx side. Incoming data is descrambled then despread. The following section defines the hardware/software processes required to implement a typical W-CDMA receiver transmitter architecture. It is not a full description of the uplink and downlink protocol.



Common Channels The downlink (Node B to handset) consists of a number of physical channels. One class (or group) of physical channels is the Common Control Physical CHannel (CCPCH). Information carried on the CCPCH is common to all handsets within a cell (or sector) and is used by handsets to synchronize to the network and assess the link characteristic when the mobile is in idle mode—that is, when it is not making a call. In dedicated connection mode—that is, making a call—the handset will still use part of the CCPCH information to assess cell handover and reselection processes, but will switch to using more specific handset information from the Dedicated CHannels (DCH) that are created in call setup. The CCPCH consists of a Primary CCPCH (P-CCPCH) and a Secondary CCPCH (SCCPCH). The P-CCPCH is time multiplexed together with the Synchronization CHannel (SCH) and carries the Broadcast CHannel (BCH).



Synchronization The SCH consists of two channels: the primary SCH and the secondary SCH (see Figure 3.4). These are used to enable the mobile to synchronize to the network in order for the mobile to identify the base station-specific scrambling code.
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Figure 3.4 Primary and secondary SCH format.



The primary SCH is transmitted once every slot—that is, 15 times in a 10-ms frame. It is a 256-chip unmodulated spreading sequence that is common for the whole network—that is, identical in every cell. It is sent at the front of the 0.625-ms burst and defines the cell start boundary. Its primary function is to provide the handset with a timing reference for the secondary SCH. The secondary SCH, also 256 chips in length, is transmitted in every slot, but the code sequence, which is repeated for each frame, informs the handset of the long code (scrambling) group used by its current Node B. As the primary SCH is the initial timing reference; in other words, it has no prior time indicator or marker, the receiver must be capable of detecting it at all times. For this reason, a matched filter is usually employed. The IF, produced by mixing the incoming RF with the LO, is applied to the matched filter. This is matching against the 256-bit primary SCH on the CCPCH. When a match is found, a pulse of output energy is produced. This pulse denotes the start of the slot and so is used to synchronize slotrecovery functions. A 256 tap matched filter at a chip rate of 3.84 Mcps requires a billion calculations per second. However, as the filter coefficients are simply +1 -1 the implementation is reasonably straightforward. The remaining 2304 chips of the P-CCPCH slot form the BCH. As the BCH must be demodulated by all handsets, it is a fixed format. The channel rate is 30 kbps with a spreading ratio of 256, that is, producing a high process gain and consequently a robust signal. As the 256-bit SCH is taken out of the slot, the true bit rate is 27 kbps.
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Chapter 3 The Common Channels also include the Common PIlot CHannel (CPICH). This is an unmodulated channel that is sent as a continuous loop and is scrambled with the Node B primary scrambling code for the local cell. The CPICH assists the handset to estimate the channel propagation characteristic when it is in idle mode—that is, not in dedicated connection mode (making a call). In dedicated connection mode the handset will still use CPICH information (signal strength) to measure for cell handover and reselection. In connection mode the handset will use the pilot symbols carried in the dedicated channels to assess accurately the signal path characteristics (phase and amplitude) rather than the CPICH. The CPICH uses a spreading factor of 256—that is, high process gain for a robust signal. Because the mobile only communicates to a Node B and not to any other handset, uplink common physical channels are not necessary. All uplink (handset to Node B) information—that is, data and reporting—is processed through dedicated channels.



Dedicated Channels The second class of downlink physical channel is the Dedicated CHannel (DCH). The DCH is the mechanism through which specific user (handset) information (control + data) is conveyed. The DCH is used in both the downlink and uplink, although the channel format is different. The differences arise principally through the need to meet specific hardware objectives in the Node B and the handset—for example, conformance with EMC regulations, linearity/power trade-offs in the handset, handset complexity/processing power minimization, and so on. The DCH is a time multiplex of the Dedicated Physical Control CHannel (DPCCH) and the Dedicated Physical Data CHannel (DPDCH), as shown in Figure 3.5. The DPCH is transmitted in time-multiplex with control information. The spreading factor of the physical channel (Pilot, TPC, and TFCI) may range from 512 to 4.
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Figure 3.5 Dedicated channel frame structure.
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3G Handset Hardware The number of bits in each field may vary, that is: ■■



Pilot: 2 to 16



■■



TPC: 2 to 16



■■



TFCI: 0 to 16



■■



Data 1: 0 to 248



■■



Data 2: 2 to 1000



Certain bit/field combinations will require the use of DTX to maintain slot structure/timing. Table 3.3 shows spreading factors against user data rate. Low-bit-rate users have 24/25 dB of spreading gain, highest-bit-rate users 2/3 dB. From column 5, it is seen that the channel symbol rate can vary from 7.5 to 960 kbps. The dynamic range of the downlink channel is therefore 128:1, that is, 21 dB. The rate can change every 10 ms. In addition to spreading codes, scrambling codes are used on the downlink and uplink to deliver additional selectivity. In the uplink, user data (DPDCH) is multiplexed together with control information (DPCCH) to form the uplink physical channel (DCH). Multiple DPDCH may be used with a single DPCCH. The DPCCH has a fixed spreading ratio of 256 and the DPDCH is variable (frame-by-frame), from 256 to 4 (see Table 3.4). Each DPCCH can contain four fields: Pilot, Transport Format Combination Indicator (TFCI), Transmission Power Control (TPC), and FeedBack Information (FBI). The FBI may consist of 0, 1, or 2 bits included when closed-loop transmit diversity is used in the downlink. The slot may or may not contain TFCI bits. The Pilot and TPC is always present, but the bit content compensates for the absence or presence of FBI or TFCI bits.



Table 3.3



Downlink Spreading Factors and Bit Rates



MAX USER DATA RATE (KBPS) HALF RATE CODING



SPREADING FACTOR



DPDCH CHANNEL BIT RATE RANGE (KBPS)



NO. OF CODES



CHANNEL SYMBOL RATE (KBPS)



1-3



512



3-6



1



7.5



6-12



256



12-24



1



15



20-24



128



42-51



1



30



45



64



90



1



60



105



32



210



1



120



215



16



432



1



240



456



8



912



1



480



936



4



1872



1



960
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Chapter 3 Table 3.4



Uplink DPDCH Rates



MAX. USER DATA RATE (KBPS) HALF CODING



SPREADING FACTOR



NO. OF CODE CHANNELS



CHANNEL BIT RATE (KBPS)



7.5



256



1



15



15



128



1



30



30



64



1



60



60



32



1



120



120



16



1



240



240



8



1



480



480



4



1



960



It is the variability of DPDCH (single to multiple channels) that define the dynamic range requirements of the transmitter PA, since multiple codes increase the peak-toaverage ratio. From column 4, we see that the channel bit rate can vary from 15 to 960 kbps. The dynamic range of the channel is therefore 64:1—that is, 18 dB. The rate can change every 10 ms. There are two types of physical channel on the uplink: dedicated physical data channel (DPDC) and dedicated physical control channel (DPCCH). The number of bits per uplink time slot can vary from 10 to 640 bits, corresponding with a user data rate of 15 kbps, to 0.96 Mbps. The user data rate includes channel coding, so the actual user bit rate may be 50 percent or even 25 percent of this rate.



Code Generation Figure 3.6 shows how the OVSF codes and scrambling codes are applied on the transmit side and then used to decorrelate the signal energy of interest on the receive side, having been processed through a root raised cosine (RRC) filter. Channels are selected in the digital domain using a numerically controlled oscillator and a digital mixer. Figure 3.7 shows steps in the uplink baseband generation. The DCCH is at a lower bit rate than the DTCH to ensure a robust control channel. Segmentation and matching is used to align the streams to a 10-ms frame structure. The composite signal is applied to the I stream component and the DPCCH carrying the pilot, power control, and TFCI bits with a spreading factor of 256 (providing good processing gain) applied to the Q stream. The I and Q are coded with the scrambling code, and cross-coupled complex scrambling takes place to generate HPSK.
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Figure 3.6 UMTS core for multimode 3G phones.



Hybrid phase shift keying, also known as orthogonal complex quadrature phase shift keying, allows handsets to transmit multiple channels at different amplitude levels while still maintaining acceptable peak-to-average power ratios. This process uses Walsh rotation, which effectively continuously rotates the modulation constellation to reduce the peak to average (PAR) of the signal prior to modulation. Figure 3.7 is taken from Agilent’s “Designing and Testing W-CDMA User Equipment” Application Note 1356. To summarize the processing so far, we have performed cyclic redundancy checking, forward error correction (FEC), interleaving, frame construction, rate matching, multiplexing of traffic and control channels, OVSF code generation and spreading, gain adjustment, spreading and multiplexing of the primary control channel, scrambling code generation, and HPSK modulation. The feedback coefficients needed to implement the codes are specified in the 3GPP1 standards, as follows: ■■



■■



Downlink: ■■



38,400 chips of 218 Gold code



■■



512 different scrambling codes



■■



Grouped for efficient cell search



Uplink: ■■



Long code: 38,400 chips of 225 Gold code



■■



Short code: 256 chips of very large Kasami code
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Chapter 3 10 mS Frame



20 ms Frame DTCH



CRC



1/3 Conv Coder



InterLeaver



Frame Segment



Rate Matching



DCCH



CRC



1/3 Conv Coder



InterLeaver



Segment Matching



Rate Matching



TrCH Multiplex



70



40 ms Frame Interleaver
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Figure 3.7 Uplink baseband generation.



An example hardware implementation might construct the function on a Xilinx Virtex device—it uses approximately 0.02 percent of the device, compared with the 25 percent required to implement an RRC/interpolator filter function.



Root Raised Cosine Filtering We have now generated a source coded, 3.84 Mcps, I and Q streamed, HPSK formatted signal. Although the bandwidth occupancy of the signal is directly a function of the 3.84 Mcps spreading code, the signal will contain higher frequency components because of the digital composition of the signal. This may be verified by performing a Fourier analysis of the composite signal. However, we only have a 5 MHz bandwidth channel available to us, so the I and Q signals must be passed through filters to constrain the bandwidth. Although high-frequency components are removed from the signal, it is important that the consequent softening of the waveform has minimum impact on the channel BER. This objective can be met by using a class of filters referred to as Nyquist filters. A particular Nyquist filter is usually chosen, since it is easier to implement than other configurations: the raised cosine filter.



3G Handset Hardware Sampling Points



Intersymbol Interference



Figure 3.8 Filter pulse train showing ISI.



If an ideal pulse (hence, infinite bandwidth) representing a 1 is examined, it is seen that there is a large time window in which to test the amplitude of the pulse to check for its presence, that is, the total flat top. If the pulse is passed through a filter, it is seen that the optimum test time for the maximum amplitude is reduced to a very small time window. It is therefore important that each pulse (or bit) is able to develop its correct amplitude. The frequency-limiting response of the filter has the effect of smearing or timestretching the energy of the pulse. When a train of pulses (bit stream) is passed through the filter, this ringing will cause an amount of energy from one pulse to still exist during the next. This carrying forward of energy is the cause of Inter-Symbol Interference (ISI), as shown in Figure 3.8. The Nyquist filter has a response such that the ringing energy from one pulse passes through zero at the decision point of the next pulse and so has minimum effect on its level at this critical time (see Figure 3.9).



Figure 3.9 The Nyquist filter causes minimum ISI.
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Chapter 3



A



B



Figure 3.10 Symmetrical transition band.



The Nyquist filter exhibits a symmetrical transition band, as shown in Figure 3.10. The cosine filter exhibits this characteristic and is referred to as a raised cosine filter, since its response is positioned above the base line. It is the total communication channel that requires the Nyquist response (that is, the transmitter/receiver combination), and so half of the filter is implemented in the transmitter and the other half in the receiver. To create the correct overall response, a Root Raised Cosine (RRC) filter is used in each location as: x × x =x



Modulation and Upconversion Because the handset operates in a very power restrictive environment, all stages must be optimized not only for signal performance but also power efficiency. Following the RRC filtering, the signal must be modulated onto an IF and up-converted to the final transmission frequency. It is here the Node B and handset processes differ. The signal could continue to be processed digitally to generate a digitally sampled modulated IF to be converted in a fast DAC for analog up-conversion for final transmission. However, the power (DC) required for these stages prohibits this digital technique in the handset. (We will return to this process in Node B discussions.) Following the RRC filtering, the I and Q streams will be processed by matched DACs and the resulting analog signal applied to an analog vector modulator (see Figure 3.11). A prime challenge in the design of a W-CDMA handset is to achieve the modulation and power amplification within a defined (low) power budget but with a minimum component count. This objective has been pursued aggressively in the design and implementation of later GSM handsets. Sufficient performance for a single-band (900 MHz) GSM phone was achieved in early-generation designs, but the inclusion of a second and third (and later fourth—800 MHz) band has driven the research toward minimum component architectures—especially filters. Chapter 2 introduced the offset loop transmitter architecture, which is successfully used for low-cost, low component count multiband GSM applications.
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Figure 3.11 Typical digital/analog partitioning in a handset (analog vector modulator).



This architecture is very suitable for the GMSK modulation of GSM, as it has a constant amplitude envelope. The PLL configuration is only required to respond to the phase component of the carrier. The QPSK and HPSK modulation used in W-CDMA is non-constant envelope—that is, the modulated carrier contains both phase and amplitude components. Because the offset loop is unable to reproduce the amplitude components, it is unsuitable in its simple form. However, since it is particularly economic in components, there is considerable research directed toward using this technique for W-CDMA. To use the technique, the offset loop is used, with the amplitude components being removed by the loop function, but an amplitude modulator is used on the PA output to reproduce the amplitude components. This method of processing the carrier separately from its amplitude components is referred to as Envelope Elimination and Restoration (EER), as shown in Figure 3.12.
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Figure 3.12 RF envelope elimination and restoration.
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Chapter 3 Other methods of producing sufficient PA linearity include adaptive predistortion and possibly the Cartesian loop technique although the latter is unlikely to stretch across the bandwidth/linearity requirement.



Power Control All the decorrelation processes rely on coded channel streams being visible at the demodulator at similar received power levels (energy per bit) ideally within 1 dB of each other. For every slot, the handset has to obtain channel estimates from the pilot bits, estimate the signal to interference ratio, and process the power control command (Transmission Power Control, or TPC), that is, power control takes place every 660 µs, or 1500 times per second. This is fast enough to track fast fading for users moving at up to 20 kmph. Every 10 ms, the handset decodes the Transport Format Combination Indicator (TFCI) which gives it the bit rate and channel decoding parameters for the next 10-ms frame. Data rates can change every 10 ms (dynamic rate matching) or at the establishment or teardown of a channel stream (static matching). The coding can change between 1/3 convolutional coding, 1/3 convolutional coding with additional block coding, /or turbo coding. Power control hardware implementation will be similar to the detection methods outlined in Chapter 2 but the methods need to comprehend additional dynamic range and faster rates of change. The power control function also needs to be integrated with the linearization process.



The Receiver As we have outlined in Chapter 2, there is a choice of superhet or zero/near-zero IF receiver architecture. If the superhet approach is chosen, it will certainly employ a sampled/digitized IF approach in order to provide the functional flexibility required. This approach enables us to realize a multimode—for example, GSM and W-CDMA— handset with a common hardware platform but with the modes differentiated by software. The following sections outline the functions that are required after sampling the IF in order to pass the signal to the RAKE receiver processes.



The Digital Receiver The digital receiver consists of a digital local oscillator, digital mixer, and a decimating lowpass filter (see Figure 3.13). Digital samples from the ADC are split into two paths and applied to a pair of digital mixers. The mixers have digital local oscillator inputs of a quadrature signal—that is, sine and cosine—to enable the sampled IF to be mixed down to a lower frequency, usually positioned around 0 Hz (DC).



3G Handset Hardware Digital Receiver Chip Mixer RF AMP



A D



Digital Low pass Filter



DSP (Demodulation)



Digital Local Oscillator



Figure 3.13 The digital receiver.



This process converts the digitized signal from a real to a complex signal, that is, a signal represented by its I and Q phase components. Because the signal is represented by two streams, the I and Q could be decimated by a factor of 2 at this point. However, because the down-shifted signal is usually processed for a single channel selection at this stage, the two decimation factors may be combined. The LO waveform generation may be achieved by a number of different options—for example, by a Numerically Controlled Oscillator (NCO), also referred to as a Direct Digital Synthesizer (DDS)—if digital-to-analog converters are used on the I and Q outputs. In this process, a digital phase accumulator is used to address a lookup table (LUT), which is preprogrammed with sine/cosine samples. To maintain synchronization, the NCO is clocked by the ADC sampling/conversion clock. The digital samples (sine/cosine) out of the local oscillator are generated at a sampling rate exactly equal to the ADC sample clock frequency fs. The sine frequency is programmable from DC to fs/2 and may be 32 bits. By the use of programmable phase advance, the resolution is usually sub-Hertz. The phase accumulator can maintain precise phase control, allowing phase-continuous switching. The mixer consists of two digital multipliers. Digital input samples from the ADC are mathematically multiplied by the digital sine and cosine samples from the LO. Because the data rates from the two mixer input sources match the ADC sampling rate (fs), the multipliers also operating at the same rate produce multiplied output product samples at fs. The I and Q outputs of the mixers are the frequency downshifted samples of the IF. The sample rate has not been changed; it is still the sample rate that was used to convert the IF. The precision available in the mixing process allows processing down to DC (0 Hz). When the LO is tuned over its frequency range, any portion of the RF signal can be mixed down to DC; in other words, the wideband signal spectrums can be shifted around 0 Hz, left and right, by changing the LO frequency. The signal is now ready for filtering. The decimating lowpass filter accepts input samples from the mixer output at the full ADC sampling frequency, fs. It uses digital signal processing to implement a finite impulse response (FIR) transfer function. The filter passes all signals from 0 Hz to a programmable cutoff frequency or bandwidth and rejects all signals higher than that
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Figure 3.14 A 30 MHz signal digitized at an IF of 120 MHz.



cutoff frequency. The filter is a complex filter that processes both I and Q signals from the mixer. At the output either I or Q (complex) values or real values may be selected. An example will illustrate the processes involved in the digital receiver function (see Figure 3.14). The bandwidths—that is, number of channels sampled and digitized—in the sample may be outside a handset power budget; a practical design may convert only two or three channels. A 30 MHz (6 by 5 MHz W-CDMA RF channels) bandwidth signal has been sampled and digitized at an IF of 120 MHz. It is required to process the channel occupying 120 to 125 MHz. When the LO is set to 122.5 MHz, the channel of interest is shifted down to a position around 0 Hz. When the decimating (lowpass) filter is set to cut off at 2.5 MHz, the channel of interest may be extracted (see Figure 3.15). To set the filter bandwidth, you must set the decimation factor. The decimation factor is a function of both the output bandwidth and output sampling rate. The decimation factor, N, determines both the ratio between input and output sampling rates and the ratio between input and output bandwidths. In the example in Figure 3.15, the input had a 30 MHz bandwidth input with a ±2.5 MHz bandwidth output. The decimation factor is therefore 30 MHz/2.5 MHz— that is, 12. Digital receivers are divided into two classes, narrowband and wideband, defined by the range of decimation factors. Narrowband receivers range from 32 to 32,768 for real outputs, wideband receivers 1 to 32. When complex output samples are selected, the sampling rate is halved, as a pair of output samples are output with each sample clock. The downconverted, digitized, tuned around 0 Hz, filtered channel (bandwidth = 5 MHz) now exists as minimum sample rate I and Q bit streams. In this form it is now ready for baseband recovery and processing.
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-2.5 MHz



+2.5 MHz



0 Hz Figure 3.15 Selected channel shifted around 0 Hz.



The RAKE Receive Process The signal, transmitted by the Node B or handset, will usually travel along several different paths to reach the receiver. This is due to the reflective and refractive surfaces that are encountered by the propagating signal. Because the multiple paths have different lengths, the transmitted signal has different arrival times (phases) at the receive antenna; in other words, the longer the path the greater the delay. 1G and 2G cellular technologies used techniques to select the strongest path for demodulation and processing. Spread spectrum technology, with its carrier time/phase recognition technique, is able to recover the signal energy from these multiple paths and combine it to yield a stronger signal. Data signal energy is recovered in the spread spectrum process by multiplying synchronously, or despreading, the received RF with an exact copy of the code sequence that was used to spread it in the transmitter. Since there are several time-delayed versions of the received signal, the signal is applied simultaneously to a number of synchronous receivers, and if each receiver can be allocated to a separate multipath signal, there will be separate, despread, time-delayed recovered data streams. The data streams can be equalized in time (phase) and combined to produce a single output. This is the RAKE receiver. To identify accurately the signal phase, the SCH is used. As already described, the received RF containing the SCH is applied to a 256-chip matched filter. This may be analog or sampled digitized IF. Multiple delayed versions of the same signal will produce multiple energy spikes at the output. Each spike defines the start of each delayed slot. (It is the same slot—the spikes define the multiple delays of the one slot.)
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Figure 3.16 Matched filter for synchronizing I and Q.



Each spike is used as a timing reference for each RAKE receive correlator. The despreading code generator can be adjusted in phase by adjusting the phase of its clock. The clock is generated by an NCO—a digital waveform generator—that can be synchronized to a matched filter spike, that is, the SCH phase (see Figure 3.16). Because the received signal has been processed with both scrambling and spreading codes, the code generators and correctors will generate scrambling codes to descramble (not despread) the signal and then OVSF codes to despread the signal. This process is done in parallel by multiple RAKE receivers or fingers. So now, each multipath echo has been despread but each finger correlator output is nonaligned in time. Part of the DPCCH, carried as part of the user-dedicated, or unique, channel is the pilot code. The known format of the pilot code bits enables the receiver to estimate the path characteristic—phase and attenuation. The result of this analysis is used to drive a phase rotator (one per RAKE finger) to rotate the phase of the signal of each finger to a common alignment. So, now we have multiple I and Q despread bit streams aligned in phase but at time-delayed intervals. The last stage within each finger is to equalize the path delays, again using the matched filter information. Once the phase has been aligned, the delay has been aligned, and the various signal amplitudes have been weighted, the recovered energy of interest can be combined (see Figure 3.17).
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Figure 3.17 Combined signal energy of interest.



Path combining can be implemented in one of two ways. The simpler combining process uses equal gain; that is, the signal energy of each path is taken as received and, after phase and delay correction, is combined without any further weighting. Maximal ratio combining takes the received path signal amplitudes and weights the multipath signals by adding additional energy that is proportional to their recovered SNR. Although more complex, it does produce a consistently better composite signal quality. The complex amplitude estimate must be averaged over a sufficiently long period to obtain a mean value but not so long that the path (channel) characteristic changes over this time, that is, the coherence time.



Correlation As we have described, optimum receive performance (BER) is dependent on the synchronous application of the despreading code to the received signal. Nonsynchronicity in the RAKE despreading process can be due to the random phase effects in the propagation path, accuracy and stability of the handset reference, and Doppler effects. The process outlined in the previous section is capable of providing despreading alignment to an accuracy of one chip; however, this is not sufficient for low-BER, best demodulation. An accuracy of 1/8 chip or better is considered necessary for optimum performance. As DSP/FPGA functions become increasingly power-efficient, greater use will be made of digital techniques (for example, digital filters) to address these requirements of fractional bit synchronization. Currently, methods employing delay lock loop (DLL) configurations are used to track and determine the received signal and despread code phase (see Figure 3.18). Code tracking can be achieved by the DLL tracking of PN signals. The principle of the DLL as an optimal device for tracking the delay difference
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Figure 3.18 The DLL.



between the acquired and the local sequence is very similar to that of the PLL that is used to track the frequency/phase of the carrier. Code tracking loops perform either coherently—that is, they have knowledge of the carrier phase—or noncoherently— that is, they do not have knowledge of the carrier phase. Two separate correlators are used, each with a separate code generator. One correlator is referred to as the early correlator and has a code reference waveform that is advanced in time (phase) by a fraction of a chip; the other correlator is the late correlator and is delayed but some fraction of a chip. The difference, or imbalance, between the correlations is indicative of the difference between the despread code timing and the received signal code. The output signal e(τ) is the correction signal that is used to drive the PN generator clock (VCO or NCO—if digital). A third PN on time sequence can be generated from this process to be applied to an on-time correlator, or the correction could be applied to adjust the TCXO reference for synchronization. A practical modification is usually applied to the DLL as described. The problem to be overcome is that of imbalance between the two correlators. Any imbalance will cause the loops to settle in an off-center condition—that is, not in synch. This is overcome by using the tau-dither early-late tracking loop. The tau-dither loop uses one deciding correlator, one code generator, and a single loop, but it has the addition of a phase switch function to switch between an early and late phase—that is, advance and delay for the PN code tuning. In this way imbalance is avoided in the timing/synchronizing process, since all components are common to both early and late phases.



Receiver Link Budget Analysis Because processing gain reduces as bit rate increases, receiver sensitivity must be determined across all possible data rates and for a required Eb/No (briefly, the ratio of



3G Handset Hardware energy per bit to the spectral noise density; we will discuss this further shortly). The calculation needs to comprehend the performance of the demodulator, which, in turn, is dependent on the level of modulation used. Other factors determining receiver sensitivity include the RF front end, mixer, IF stages, analog-to-digital converter, and baseband process (DSP). (See Figure 3.19.) Let’s look at a worked example in which we define receiver sensitivity. For example, let’s determine receiver sensitivity at three data rates: 12.2 kbps, 64 kbps, and 1920 kbps at a BER of 1 in 106. The noise power is dimensioned by Boltzman’s constant (k = 1.38 × 10-23 J/K) and standardized to a temperature (T) of 290K (17° C). To make the value applicable to any calculation, it is normalized at a 1 Hz bandwidth. The value (k × T) is then multiplied up by the bandwidth (B) used. The noise power value is then -174 dBm/Hz and is used as the floor reference in sensitivity/noise calculations. The receiver front end (RF + mixer) bandwidth is 60 MHz, in order to encompass IMT2000DS license options. The noise bandwidth of the front end is 10log10(60MHz) = 77.8 dB. The receiver front noise floor reference is therefore -174 dBm +77.8 dB = -96.2 dBm. In the DSP, the CDMA signal is despread from 3.84 Mcps (occupying a 5 MHz bandwidth), to one of the three test data rates—12.2 kbps, 64 kbps, 1920 kbps—and can be further filtered to a bandwidth of approximately: ■■



Modulation bandwidth = Data rate × (1+ α)/log2(M) (where α = pulse-shaping filter roll-off and M = no of symbol states in modulation format)



■■



For IMT2000, α = 0.22 and M=4 (QPSK)



Thus, reduction in receiver noise due to despreading is as follows: ■■



= 10log10(IF bandwidth/modulation BW)



■■



= 10log10(5 MHz/7.5 kHz) = 28.2 dB for 12.2 kbps



■■



= 10log10(5 MHz/39 kHz) = 21.1 dB for 64 kbps



■■



= 10log10(5 MHz/1.25 MHz) = 6.0 dB for 1920 Mbps
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Figure 3.19 The digital IF receiver.
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Chapter 3 The effective receiver noise at each data detector due to input thermal noise is thus: SOURCE DATA



RECEIVER NOISE REFERENCE



EFFECTIVE RECEIVER NOISE



12.2 kbps



-107 dBm-28.2 dB =



-135.2 dBm



64 kbps



-107 dBm-21.1 dB =



-128.1 dBm



1920 kbps



-107 dBm-6.00 dB =



-113.0 dBm



The real noise floor for a practical receiver will always be higher because of filter losses, LNA and mixer noise, synthesizer noise, and so on. In a well-designed receiver, 5 dB might be a reasonable figure. The practical effective noise floor of a receiver would then be 12.2 kbps



-135.2 dBm + 5 dB =



-130.2 dBm



64 kbps



-128.1 dBm + 5 dB =



-123.1 dBm



1920 kbps



-113 dBm + 5 dB =



-108.0 dBm



Using these figures as a basis, a calculation may be made of the receiver sensitivity. To determine receiver sensitivity, you must consider the minimum acceptable output quality from the radio. This minimum acceptable output quality (SINAD in analog systems, BER in digital systems) will be produced by a particular RF signal input level at the front end of the receiver. This signal input level defines the sensitivity of the receiver. To achieve the target output quality (1 × 10-6 in this example), a specified signal (or carrier) quality is required at the input to the data demodulator. The quality of the demodulator signal is defined by its Eb/ No value, where Eb is the energy per bit of information and No is the noise power density (that is, the thermal noise in 1 Hz of bandwidth). The demodulator output quality is expressed as BER, as shown in Figure 3.20. In the figure, a BER of 1 in 106 requires an Eb/ No of 10.5 dB. Because receiver sensitivity is usually specified in terms of the input signal power (in dBm) for a given BER, and since we have determined the equivalent noise power in the data demodulator bandwidth, we need to express our Eb/No value as an S/N value. The S/N is obtained by applying both the data rate (R) and modulation bandwidth (BM) to the signal, as follows: ■■



S/N = (Eb/No) × (R/BM)



■■



For QPSK (M=4), BM ~ R/2, thus:



■■



S/N = (Eb/No) × 2 = 14.5dB for BER = 1in 106



Assuming a coding gain of 8 dB, we can now determine the required signal power (receive sensitivity) at the receiver to ensure we meet the (14.5-8) dB = 6.5 dB S/N target.
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-124.7 dBm
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Figure 3.20 Bit error performance of a coherent QPSK system.



There is approximately 22 dB difference in sensitivity between 12.2 kbps speech and 2 Mbps data transfer, which will translate into a range reduction of approximately 50 percent, assuming r4 propagation, and a reduction in coverage area of some 75 percent!



IMT2000DS Carrier-to-Noise Ratio In the 2G (GSM) system the quality of the signal through the receiver processing chain is determined primarily by the narrow bandwidth, that is, 200 kHz. This means that the SNR of the recovered baseband signal is determined by the 200 kHz IF filter positioned relatively early in the receive chain; little improvement in quality is available after this filter. Consequently the noise performance resolution and accuracy of the sampling ADC, which converts the CNR, must be sufficient to maintain this final quality SNR. When the W-CDMA process is considered, a different situation is seen. The sampled IF has a 5 MHz bandwidth and is very noisy—intentionally so. Because the
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Chapter 3 CNR is poor, it does not require a high-resolution ADC at this point; large SNR improvement through the processing gain comes after the ADC. A fundamental product of the spreading/despreading process is the improvement in the CNR that can be obtained prior to demodulation and base band processing—the processing gain. In direct-sequence spread spectrum the randomized (digital) data to be transmitted is multiplied together with a pseudorandom number (PN) binary sequence. The PN code is at a much higher rate than the modulating data, and so the resultant occupied bandwidth is defined by the PN code rate. The rate is referred to as the chip rate with the PN symbols as chips. The resultant wideband signal is transmitted and hence received by the spread spectrum receiver. The received wideband signal is multiplied by the same PN sequence that was used in the transmitter to spread it. For the process to recover the original pre-spread signal energy it is necessary that the despreading multiplication be performed synchronously with the incoming signal. A key advantage of this process is the way in which interfering signals are handled. Since the despreading multiplication is synchronous with the transmitted signal, the modulation energy is recovered. However, the despreading multiplication is not synchronous with the interference, so spreads it out over the 5 MHz bandwidth. The result is that only a small portion of the interference energy (noise) appears in the recovered bandwidth. Processing or despreading gain is the ratio of chip rate to the data rate. That is, if a 32kbps data rate is spread with a chip rate of 3.84 Mcps, the processing gain is as follows: The power of the processing gain can be seen by referring to the CNR required by the demodulation process. An Eb/No of 10.5 dB is required to demodulate a QPSK signal with a BER of 1 × 10-6. If a data rate of 960 kbps is transmitted with a chip cover of 3.84 Mcps, the processing gain is 6 dB. If a CNR of 10.5 dB is required at the demodulator and an improvement of 6.0 dB can be realized, the receiver will achieve the required performance with a CNR of just 4.5 dB in the RF/IF stages. It must be considered at what point in the receiver chain this processing gain is obtained. The wideband IF is digitized and the despreading performed as a digital function after the ADC. Therefore, the ADC is working in a low-quality environment—4.5 dB CNR. The number of bits required to maintain compatibility with this signal is 6 or even 4 bits. The process gain is applied to the total spread signal content of the channel. If the ADC dynamic range is to be restricted to 4 or 6 bits, consideration must be given to the incoming signal mean level dynamic range. Without some form of received signal dynamic range control, a variation of over 100 dB is typical; this would require at least an 18-bit ADC. To restrict the mean level variation within 4 or 6 bits, a system of variable-gain IF amplification (VGA) is used, controlled by the Received Signal Strength Indication (RSSI). Prior to the change to 3.84 Mcps, the chip rate was at 4.096 Mcps, which when applied to a filter with a roll-off factor ∝ of 1.22 gave a bandwidth of 5 MHz. Maintaining the filter at 1.22 will give an improved adjacent channel performance. The process gain is applied to the total spread signal content of the channel. For example, a 9.6-kbps speech signal is channel-coded up to a rate of 32 kbps. The process gain is therefore 10 log(3.84/0.032) = 20.8 dB, not 10log(3.84/0.0096) = 26 dB, as may have been anticipated (or hoped for).
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Receiver Front-End Processing In a digitally sampled IF superhet receiver, the front end (filter, LNA, mixer, and IF filter/pre-amplifier) prepares the signal for analog to digital conversion. The parameters specifying the front end need to be evaluated in conjunction with the chosen ADC. An IMT2000DS example will be used to show an approach to this process. The receiver performance will be noise-limited with no in-band spurs that would otherwise limit performance. This is reasonable because the LO and IF can be chosen such that unwanted products do not fall in-band. Spurs that may be generated within the ADC are usually not a problem, because they can be eliminated by adding dither or by carefully choosing the signal placement. The superhet receiver will have a front-end bandwidth of 60 MHz, to encompass the total spectrum allocation and a digitizing, demodulation, and processing bandwidth of 5 MHz, as defined for W-CDMA. To meet the stringent power consumption and minimum components requirement, the receiver will be realized as a single conversion superhet (see Figure 3.21). The first step is a gain and noise budget analysis to X ——- X. The dB figures are converted to ratios: Filter insertion loss



1.0 dB



= 1.26 (gain = 0.79)



LNA gain



12 dB



= 15.85



LNA noise figure



1.5 dB



= 1.41



Mixer gain



8 dB



= 6.31



Mixer noise figure



12 dB



= 15.85



IF pre-amp gain



0 dB



= 1.00



IF pre-amp noise figure



3 dB



= 1.99



IF filter insertion loss



4 dB



= 2.51



Using the Friis equation, the composite noise factor (linear) can be calculated: ^ 1.41 - 1h ^ 15.85 - 1h ^ 1.99 - 1h + + + gg 0.79 0.79 # 15.85 0.79 # 15.85 # 6.31 = 1.26 + 0.52 + 1.19 + 0.01 + ff



F = 1.26 + = 2.98



The noise figure is therefore:



4.7 dB.



Gain to X—————X



= -1.0 + 12 + 8 + 0 -4 = 15 dB.



The front end has a noise figure of 4.7 dB and a conversion gain of 15 dB. An evaluation is made of the noise power reaching X——-X (considered in a 5 MHz bandwidth).
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Chapter 3 Gain = 12 dB NF = 1.5 dB
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Figure 3.21 W-CDMA superhet receiver.



Noise power in a 5 MHz bandwidth, above the noise floor, is as follows: = -174 dB/Hz + 10 log 5 MHz = -174 + 67 = -107 dBm The RF/IF noise power (in a 5 MHz bandwidth) to be presented to the ADC is as follows: = -107 + 15 + 4.7 = -87.3 dBm If the receiver input signal is -114.2 dBm (for a 64 kbps data stream with 10-3 BER), then the signal level at X——X is as follows: = -114.2 dBm + 15 = -99.2 dBm Therefore, the CNR in the analog IF is as follows: = -87.3 (-)—92.2 = -11.9 dB. It is necessary to calculate the minimum quantization level of the ADC. An 8-bit ADC with a full-scale input of 1 V pk-pk will be chosen: 1 bit level = 1 V/2N



3G Handset Hardware where N = the number of bits: = 3.9 mV pk-pk = 1.95 mV pk = 1.95/ 2 mV rms = 1.38 mV rms The output of the stage preceding the ADC will be assumed to have a 50-ohm impedance. It is necessary to normalize the ADC minimum quantization level to 50 ohms: Level in dBm



= 20 log ( 20 × 1.38 mV) = -44.2 dBm



The noise power threshold presented to the ADC, however, is -87.3 dBm. For the ADC to see the minimum signal, the input must be raised to -44.2 dBm. This can be achieved by a gain stage, or stages, before the ADC, where gain = -87.3 (-)-44.2 = 43.1 dB An alternative process is to add out-of-band noise—to dither the ADC across the minimum quantization threshold. This minimizes the impact on the CNR of the signal but may not be necessary given the noisy nature of a W-CDMA signal.



Received Signal Strength The received signal strength for both mobile handsets and fixed base stations in a cellular network is widely varying and unpredictable, because of the variable nature of the propagation path. Since the handset and Node B receiver front end must be extremely linear to prevent intermodulation occurring, the variation of signal strength persists through the RF stages (filter, LNA, mixer) and into the IF section. A customary approach to IF and baseband processing in the superhet receiver is to sample and digitize the modulated IF. The IF + modulation must be sampled at a rate and a quality that maintains the integrity of the highest-frequency component—that is, IF + (modulation bandwidth/2). The digitization may be performed at a similar rate (oversampling) or at a lesser rate calculated from the modulation bandwidth (bandwidth or undersampling). Either digitization method must fulfill the Nyquist criteria based on the chosen process (oversampling or bandwidth sampling). From an analysis of the sampling method, modulation bandwidth, required CNR, and analog-to-digital converter linearity, the necessary number of ADC bits (resolution) can be calculated. The number of bits and linearity of the ADC will give the spurious free dynamic range (SFDR) of the conversion process. For TDMA handset requirements, the resolution will be in the order of 8 to 10 bits. For IMT2000DS/MC, 4 to 6 bits may be acceptable. Typical received signal strength variation can be in excess of 100 dB. This equates to a digital dynamic range of 16 or 18 bits. The
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Chapter 3 implementation option is therefore to use a 16 to 18 bit ADC, or to reduce the signal strength variation presented to the ADC to fit within the chosen number of ADC bits. A typical approach to signal dynamic range reduction is to alter the RF or IF gain, or both, inversely to the signal strength prior to analog-to-digital conversion. The process of gain control is referred to as AGC (automatic gain control) and uses variable-gain amplifiers controlled by the RSSI. RSSI response time must be fast enough to track the rate of change of mean signal strength—to prevent momentary overload of subsequent circuits—but not so fast that it tracks the modulation envelope variation, removing or reducing modulation depth. The RSSI function may be performed by a detector working directly on the IF or by baseband processing that can average or integrate the signal over a period of time. Simple diode detectors have been previously used to measure received signal strength. They suffer from limited dynamic range (20/25 dB), poor temperature stability, and inaccuracy. The preferred method is to use a multistage, wide-range logarithmic amplifier. The frequency response can be hundreds of MHz with a dynamic range typically of 80/90 dB. The variable amplifiers require adequate frequency response, sufficient dynamic range control (typically 60 dB+), and low distortion. Additionally, the speed of response must track rate of mean signal level change. It is a bonus if they can directly drive the ADC input, that is, with a minimum of external buffering. The concept of dynamic range control has a limited application in base station receivers, as weak and strong signals may be required simultaneously. If the gain was reduced by a strong signal, a weak signal may be depressed below the detection threshold. A wider dynamic range ADC must be used.



IMT2000TC In Chapter 1 we identified that some operators were being allocated 2 × 10 MHz paired channel allocations for IMT2000 and 1 × 5 MHz nonpaired channel (see Table 3.5). There are two nonpaired bands: ■■



TDD1 covers 4 × 5 MHz channels between 1900 and 1920 MHz.



■■



TDD2 covers 3 × 5MHz channels between 2010 and 2025 MHz.



Table 3.5



Band Allocations Including Nonpaired Bands (TDD1 and TDD2)



FREQUENCY (MHZ)



BANDWIDTH ALLOCATION (MHZ)



AIR INTERFACE



NONPAIRED BANDS



1900-1920



20



IMT2000TC



TDD1



1920-1980



60



IMT2000DS



1980-2010



30



Satellite component (FDD)
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(Continued)



FREQUENCY (MHZ)



BANDWIDTH ALLOCATION (MHZ)



AIR INTERFACE



NONPAIRED BANDS



2010-2025



15



IMT2000TC



TDD2



2110-2170



60



IMT2000DS



2170-2200



30



Satellite component (FDD)



Because the channel is not duplex spaced (the same RF channel is used for downlink and uplink), the channel is reciprocal. It is therefore theoretically possible to use the RAKE filter in the handset as a predistortion device. The benefit is that this allows the implementation of a relatively simple (i.e., RAKE-less) picocell base station. The frame and code structure are slightly different to IMT2000DS. The 15-slot 10-ms frame is retained, but each of slots can support a separate user or channel. Each user or channel slot can then be subdivided into 16 OVSF spreading codes. The spreading factors are from 1 to 16. (Spreading factor 1 does not spread!) The combination of time-division duplexing, time-division multiplexing, and a code multiplex provides additional flexibility in terms of bandwidth on demand, including the ability to support highly asymmetric channels. The duty cycle can also be actively reduced (a 1/15 duty cycle represents a 12 dB reduction in power). A mid-amble replaces the pilot tone and provides the basis for coherent detection. We revisit IMT2000TC access protocols in Part III of this book, “3G Network Hardware.”



GPS In addition to producing a dual-mode IMT2000DS/IMT2000 TC handset, the designer may be required to integrate positioning capability. There are at least eight technology options for providing location information: cell ID (with accuracy dependent on network density), time difference of arrival, angle of arrival, enhanced observed time difference (handset-based measurement), two satellite options (GPS and GLONASS, or Global Navigation Satellite System), a possible third satellite option (Galileo), and assisted GPS (network measurements plus GPS). GPS receives a signal from any of the 24 satellites (typically 3 or 4) providing global coverage either at 1.5 GHz or at 1.5 GHz and 1.1 GHz, for higher accuracy. The RF carrier carries a 50 bps navigational message from each satellite giving the current time (every 6 seconds), where the satellite is in its orbit (every 30 seconds) and information on all satellite positions (every 12.5 minutes). The 50 bps data stream is spread with a 1.023 Mcps PN code.
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Chapter 3 The huge spreading ratio (1,023,000,000 bps divided by 50) means that the GPS receiver can work with a very low received signal level—typically 70 nV into 50 ohms, compared to a handset receiving at 1 µV. In other words, the GPS signal is 143 times smaller. The received signal energy is typically -130 dBm. The noise floor of the receiver is between -112 dBm and -114 dBm (i.e., the received signal is 16 to 18 dB below the noise floor). Although the GPS signal is at a much lower level, GPS and IMT2000DS do share a similar signal-to-noise ratio, which means that similar receiver processing can be used to recover both signals. The practical problem tends to be the low signal amplitudes and high gains needed with GPS, which can result in the GPS receiver becoming desensitized by the locally generated IMT2000 signal. The solution is to provide very good shielding, to be very careful on where the GPS antenna is placed in relation to the IMT2000 antenna, or to not receive when the handset is transmitting. If the GPS receiver is only allowed to work when the cellular handset is idle, significant attention has to be paid to reducing acquisition time. An additional option is to use assisted GPS (A-GPS). In A-GPS, because the network knows where the handset is physically and knows the time, it can tell the handset which PN codes to use (which correlate with the satellites known to be visible overhead). This reduces acquisition time to 100 ms or less for the three satellites needed for latitude, longitude, and altitude, or the four satellites needed for longitude, latitude, and altitude.



Bluetooth/IEEE802 Integration Suppose that, after you’ve designed an IMT2000DS phone that can also support IMT2000TC and GSM 800, 900, 1800, the marketing team reminds you that you have to include a Bluetooth transceiver. Bluetooth is a low-power transceiver (maximum 100 mW) that uses simple FM modulation/demodulation and frequency hopping at 1600 hops per second over 79 × 1 MHz hop frequency between 2.402 and 2.480 GHz (the Industrial Scientific Medical, or ISM, band). Transmit power can be reduced from 100 mW (+20 dBm) to 0 dBm (1.00 mW) to -30 dBm (1µW) for very local access, such as phone-to-ear, applications. Early implementations of Bluetooth were typically two-chip, which provided better sensitivity at a higher cost; however, present trends are to integrate RF and baseband into one chip, using CMOS for the integrated device, which is low-cost but noisy. The design challenge is to maintain receive sensitivity both in terms of device noise and interference from other functions within the phone. Supporting IEEE 802 wireless LAN connectivity is also possible, though not necessarily easy or advisable. The IEEE 802 standard supports frequency hopping and direct-sequence transceivers in the same frequency allocation as Bluetooth. Direct sequence provides more processing gain and coherent demodulation (with 3 dB of sensitivity) compared to the frequency hopping option, but it needs a linear IQ modulator, automatic frequency control for I/Q spin control, and a linear power amplifier.
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Infrared Infrared provides an additional alternative option for local access wireless connectivity. The infrared port on many handsets is used for calibration as the handset moves down the production line, so it has paid for itself before it leaves the factory. Costs are also low, typically less than $1.50. Infrared standards are evolving. The ETSI/ARIB IRDA AIR standard (area infrared) supports 120° beamwidths, 4 Mbps data rates over 4 meters, and 260 kbps over 8 meters. This compares to a maximum 432.6 kbps of symmetric bandwidth available for Bluetooth. IEEE 802 also supports an infrared platform in the 850- to 950-nanometer band, giving up to 2 W peak power, 4- or 16-level pulse modulation, and a throughput of 2 Mbps. Higher bit rate RF options are available in the 5 GHz ISM band, but at present these are not included in mainstream 3G cellular handset specifications.



Radio Bandwidth Quality/Frequency Domain Issues We have just described how code domain processing is used in IMT2000DS to improve radio bandwidth quality. Within the physical layer, we also need to comprehend frequency domain and time domain processing. If we wished to be very specific, we would include source coding gain (using processor bandwidth to improve the quality of the source coded content), coherence bandwidth gain (frequency domain processing), spreading gain (code domain processing), and processing gain (time domain processing, that is, block codes and convolutional encoders/decoders). Let’s first review some of the frequency domain processing issues (see Table 3.6). We said that the IMT2000 spectrum is tidily allocated in two 60 MHz paired bands between 1920-80 and 2110 and 2170 MHz with a 190 MHz duplex spacing. In practice, the allocations are not particularly tidy and vary in minor but significant ways country by country. Table 3.6



IMT2000 Frequency Plan



TDD1



TDD2



19001920



19201980



19802010



20102025



21102170



SATELLITE 4 × 5 MHz nonpaired IMT2000 TC



12 × 5 MHz paired



21702200 SATELLITE



3 × 5 MHz nonpaired IMT2000 TC



12 × 5 MHz paired
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Chapter 3 Figure 3.22 shows how spectrum was allocated/auctioned in the United Kingdom. It is not untypical of any country in which the spectrum is divided up between five operators, as follows: ■■



License A (Hutchison) has 14.6 MHz (3 × 5 MHz less a guard band) paired band allocation.



■■



License B (Vodafone) has 14.8 MHz (3 × 5 MHz less a guard band) paired band allocation.



■■



License C (BT3G) has 10 MHz (2 × 5 MHz allocation in the paired band) and 5 MHz at 1910 MHz in the TDD1 nonpaired band.



■■



License D (One2One) has 10 MHz (2 × 5 MHz allocation in the paired band) and 5 MHz at 1900 MHz in the TDD1 nonpaired band.



■■



License E (Orange) has 10 MHz (2 × 5 MHz in the paired band) and 5 MHz at 1905 MHz in the TDD1 nonpaired band.



The German allocation is different in that 10 MHz of paired bandwidth is allocated to six operators (6 × 10 MHz = 60 MHz), then all four of the TDD1 channels are allocated (1900 to 1920 MHz), along with one of the TDD2 channels (see Figure 3.23). 3GPP1 also specifies an optional duplex split of 134.8 and 245.2 MHz to support possible future pairing of the TDD1 and TDD2 bands. Although this is unlikely to be implemented, the flexible duplex is supported in a number of handset and Node B architectures. The fact that 5 MHz channels are allocated differently in different countries means that operators must be prepared to do code planning and avoid the use of codes that cause adjacent channel interference to either other operators in the same country or other operators in immediately adjacent countries. It is therefore important to explore the interrelationship between particular combinations of spreading codes and adjacent channel performance. 0.4 MHz Guard Band
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Figure 3.22 Countries with five operators—for example, United Kingdom.
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3G Handset Hardware FDD Frequency Blocks (MHz) 1920.3



1930.2



FDD 1: Mannesman Mobilfunk (9.9 MHz)



(MHz) 2110.3



FDD 2: Group 3G (9.9 MHz)



2120.2



FDD 1: Mannesman Mobilfunk (9.9 MHz)



1940.1



2130.1



FDD 2: Group 3G (9.9 MHz)



1940.1



FDD 3: E-Plus 3G Lux (9.9 MHz)



2140.0



FDD 3: E-Plus 3G Lux (9.9 MHz)



1950.0



FDD4 MobilCom Multimedia (9.9 MHz)



1979.7



FDD 5: VIAG (9.9 MHz)



2149.9



FDD4 MobilCom Multimedia (9.9 MHz)



1960.8 FDD 6: T-Mobil (9.9 MHz)



2159.8 FDD 5: VIAG (9.9 MHz)



2169.7 FDD 6: T-Mobil (9.9 MHz)



TDD Frequency Blocks (MHz) 1900.1



1905.1



TDD Block 1: Group 3G (5 MHz)



1910.1



TDD Block 2: MobilCom Multimedia (5 MHz)



1915.1



TDD Block 3: T-Mobil (5 MHz)



1920.1



TDD Block 4: Mannesman Mobilfunk (5 MHz)



2019.7



2024.7 E-Plus 3G Lux (5 MHz)



Figure 3.23 Countries with six operators—for example, Germany.



The three measurements used are as follows: ■■



ACLR (Adjacent Channel Leakage Ratio), formerly Adjacent Channel Power Ratio



■■



ACS (Adjacent Channel Selectivity)



■■



ACIR (Adjacent Channel Interference Ratio), formerly Adjacent Channel Protection Ratio.



OVSF code properties also determine peak-to-average ratios (PAR), in effect the AM components produced as a result of the composite code structure. PAR in turn determines RF PA (RF Power Amplifier) linearity requirements, which in turn determine adjacent channel performance. In other words, peak-to-average power ratios are a consequence of the properties of the offered traffic—the instantaneous bit rate and number of codes needed to support the per user multiplex. We find ourselves in an interactive loop: We can only determine frequency domain performance if we know what the power spectral density of our modulated signal will be, and we only know this if we can identify statistically our likely offered traffic mix. Out-of-channel performance is qualified using complementary cumulative distribution functions—the peak-to-average level in dB versus the statistical probability that this level or greater is attained. We use CCDF to calculate the required performance of particular system components and, for example, the RF PA. ACLR is the ratio of transmitted power to the power measured after a receiver filter in the adjacent RF channel. It is used to qualify transmitter performance. ACS is the ratio of receiver filter attenuation on the assigned channel frequency to the receiver filter attenuation on the adjacent channel frequency and is used to qualify receiver performance. When we come to qualify system performance, we use ACIR—the adjacent channel interference ratio. ACIR is derived as follows:
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Chapter 3 ACIR =



1 1 + 1 ACLR ACS



(We review system performance in Chapter 11 on network hardware.) As a handset designer, relaxing ACLR, in order to improve PA efficiency, would be useful. From a system design perspective, tightening ACLR would be helpful, in order to increase adjacent channel performance. ACLR is in effect a measure of the impact of nonlinearity in the handset and Node B RF PA. We can establish a conformance specification for ACLR for the handset but need to qualify this by deciding what the PAR (ratio of the peak envelope power to the average envelope power of the signal) will be. We can minimize PAR, for example, by scrambling QPSK on the uplink (HPSK) or avoiding multicodes. Either way, we need to ensure the PA can handle the PAR while still maintaining good ACL performance. We can qualify this design trade-off using the complementary cumulative distribution function. A typical IMT2000DS handset ACLR specification would be as follows: ■■



33 dBc or -50 dBm at 5 MHz offset



■■



43 dBc or -40 dBm at 10 MHz offset



Radio Bandwidth Quality/Time Domain Issues We mentioned channel coding briefly in Chapter 1. 3G cellular handsets and Node Bs use many of the same channel coding techniques as 2G cellular—for example, block coding and convolutional coding. We showed how additional coding gain could be achieved by increasing the constraint length of a convolutional decoder. This was demonstrated to yield typically a 1/2 dB or 1 dB gain, but at the expense of additional decoder complexity, including processor overhead and processor delay. In GPRS, adaptive coding has been, and is being, implemented to respond to changes in signal strength as a user moves away from a base station. This has a rather unfortunate side effect of increasing a user’s file size as he or she moves away from the base station. At time of writing only CS1 and CS2 are implemented. We also described interleaving in Chapter 1 and pointed out that increasing the interleaving depth increased the coding gain but at the cost of additional fixed delay (between 10 and 80 ms). Interleaving has the benefit of distributing bit errors, which means that convolutional decoders produce cleaner coding gain and do not cause error extension. If interleaving delay is allowable, additional coding gain can be achieved by using turbo coding.



3G Handset Hardware



IMT2000 Channel Coding In IMT2000 the coding can be adaptive depending on the bit error rate required. The coding can be one of the following: ■■



Rate 1/3 convolutional coding for low-delay services with moderate error rate requirements (1 in 103)



■■



1/3 convolutional coding and outer Reed-Solomon coding plus interleaving for a 1 in 106 bit error rate



In IMT2000 parallel code concatenation, turbo coding is used. Turbo codes have been applied to digital transmission technology since 1993 and show a practical tradeoff between performance and complexity. Parallel code concatenation uses two constituent encoders in parallel configuration with a turbo code internal interleaver. The turbo coder has a 1/3 coding rate. The final action is enhancement of Eb/No by employing puncturing. Turbo coders are sometimes known as maximum a posteriori decoders. They use prior (a priori) and post (a posteriori) estimates of a code word to confer distance.



Reed-Solomon, Viterbi, and Turbo Codes in IMT2000 For IMT2000, Reed-Solomon block codes, Viterbi convolutional codes, and turbo codes are employed. The combination of Reed-Solomon and Viterbi coding can give an improvement in S/N for a given BER of 6 to 7 dB. Turbo coding used on the 1 × 10-6 traffic adds a further 1.5- to 3 dB improvement. Total coding gain is ~ 8 dB. The benefit of coding gain is only obtained above the coding threshold, that is, when a reasonable amount of Eb/No is available (rather analogous to wideband FM demodulator gain—the capture effect). Turbo coding needs 300 bits per TTI (Transmission Time Interval) to make turbo coding more effective than convolutional coding. This means turbo coding only works effectively when it is fed with a large block size (anything up to 5114 bits blocks). This adds to the delay budget and means that turbo coding is nonoptimum for delay-sensitive services.



Future Modulation Options Present modulation schemes used in IMT2000DS are QPSK, along with HPSK on the uplink. 8 PSK EDGE modulation also needs to be supported. In 1xEV, 16-level QAM is also supported. As the modulation trellis becomes more complex—that is, the phase and amplitude states become closer together and symbol time recovery becomes more critical—-it becomes worthwhile to consider trellis coding. In trellis coding, where modulation states are close together, the data is coded for maximal distance; when the data is far apart, they are coded for minimal distance. Trellis coding is used in certain satellite access and fixed access networks.
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Characterizing Delay Spread Delay spread is caused by multipath on the radio channel—that is, different multiple path lengths between transmitter and receiver. Radio waves reflecting off buildings will also change in phase and amplitude. Radio waves travel at 300,000 kmps. This means that in 1 ms they will have traveled 300 km, in 250 µ they will have traveled 75 km, and in 25 µs they will have traveled 7.5 km. A 1 km flight time is equivalent to an elapsed time of 3.33 2 µ, and a 100 m flight time is equivalent to an elapsed time of 0.33 µs. In other words, delay spread is a function of flight time. Radio waves take approximately 3.33 2 µ to travel 1 km. A 100-m difference between two path lengths is equivalent to a delay difference of 0.33 µs. Chip duration in IMT2000 DS is 0.26 µs. Therefore, multipaths of >70 m are resolvable; multipaths of DTE) 3000
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Figure 17.4 Network loading.



In the trace featured in Figure 17.4, there is a periodic drop in throughput, where no data seems to pass through the BSS (or the BSC). During these zero throughput times, packets queue up in the BSC until there is overflow (leading to the losses shown in the loss graph). The zero throughput times last for many seconds. Once packets can get through again, the queue is flushed out. Queues in the BSC are first in, first out queues of fixed size, and to accommodate time sensitive data, it appears that once the queue fills in the BSC, the packet that has been in there longest is discarded to make room for a new one. Now that the throughput has been reestablished, the queue flushes out, and you see a long stream of packets with decreasing latency (first in, first out queue). Since the queue is quite large, this causes the jitter shown in Figure 17.5. We could, of course, make the performance of this network more consistent by band-limiting the offered traffic—slowing down the source of the traffic. We could also increase the amount of buffer bandwidth—which would add to the delay but reduce packet loss and hopefully reduce delay variability. Another alternative would be to overprovision radio and network bandwidth resources. Any of these options, however, either adds to our delivery cost or reduces traffic value.
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Figure 17.5 Jitter in a real-world network.



Buffering Bandwidth It might be argued that we would be much better off moving the traffic through a bufferless transport channel. By buffering the traffic, we are increasing the amount of time the traffic is occupying network resources (absorption of memory bandwidth). If we trigger buffer overflow, we end up using more transmission bandwidth than we would have needed for the bufferless channel (unnecessary additional absorption of transmission bandwidth). In effect, a software-routed network is a bit of a no-win proposition. Larger buffer sizes reduce buffer overflow and the risk of packet loss but increase delay; shorter packets create less processing delay at router buffers but introduce more overhead. Traffic shaping protocols can deliver better quality of service to some users but only at the cost of worse quality of service to other users, packet-level security. Packet-level policy engines (enforcement of access and policy rights) increase processor overhead and processor delay. Finally, firewalls can introduce additional delay (150 ms or more is not untypical). To add insult to injury, if the software in a router is not well implemented (search and fetch routines, for example), then burstiness can increase as the packet stream comes out of the router buffer. We may need to increase buffer bandwidth just to avoid overloading router table lookup routines. As the traffic mix changes (traffic becomes more bursty), buffer bandwidth has to increase. As buffer bandwidth increases it becomes harder to deliver predictable performance. Deterministic performance from
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Chapter 17 the network becomes harder to achieve. The harder it is to deliver predictable performance, the harder it is to deliver a consistent user experience—and the harder it is to bill for that experience. Buffer bandwidth is, in effect, a hidden cost implicit in packet routing. Protocol overhead is a hidden cost in packet routing. It can also be argued that there is an additional routing overhead cost.



Multiple Routing Options The Internet was originally conceived as an inherently resilient network. The resilience was the product of multiple routing—the ability to send packets either on the shortest routing path or on alternative routing paths, which statistically will, of course, be longer. As a network becomes loaded it becomes progressively more likely that alternative routing paths will be used. If user-specific quality of service is implemented, priority users may be given shortest path hop sequences, while best-effort users will be sent on extended multi-hop routes, which are less preferred routes. Thus, though multiple routing options are generally considered to increase network utilization, counterintuitively they can also increase network occupancy. For example, in the United States an average circuit switch voice call travels 100 km to 800 km. An average data packet travels 2700 km. As network loading increases, nonoptimal routing increases and, hence, source to destination traveled distance increases. Let’s revisit our OSI seven-layer model. Our IP protocols (TCP/IP) are at Layer 3 or 4, our traffic shaping protocols (RSVP/MPLS/SIP, Diffserv) are at Layer 5. All these protocols tend to be software based, although as we discussed earlier in the chapter, we are seeing an increasing need to introduce hardware accelerators to boost performance by reducing delay and delay variability. ATM and circuit switching are hardware based and can be considered as being implemented at the MAC layer and physical layer—switching physical bits through physical hardware. As we move up the protocol stack, we get more flexibility but less performance. We are more exposed to changing user requirements, and it is harder to deliver predictable deterministic performance. As we move down the protocol stack, we move further away from the user. We lose flexibility but gain in performance.



IP Switching Wouldn’t it be nice if we could combine flexibility and performance? This is the promise of IP switching. We have said that session persistency is increasing. We are trying to create longlived packet flows from user to user. These flows are connection-oriented rather than connectionless. The idea of IP switching is to take a long-lived flow—a multimedia stream—and switch it using hardware. The definition of a flow is a sequence of packets treated identically as they move across a potentially complex routing function.



Traffic Shaping Protocols



The Transition from IPv4 to IPv6 The transition to IP switching is facilitated by, though not dependent on, the move to IPv6 from the existing IPv4 address protocol. IPv6 updates IPv4 by including priority, labeling, QoS differentiation, and flow control. It also increases address bandwidth from the 32-bit header used in IPv4 to 128 bits. A 32-bit address header supports 4 billion unique addresses. This might seem enough until you consider that 6 billion people might want IP addresses at some time in the future, 2 billion televisions might need IP addresses, 1 billion cellular phones might need IP addresses, and 14 billion microcontrollers might need an IP address. In IPv4, temporary addresses can be issued by a DHCP server and used locally. The same addresses can be reused elsewhere in the Internet. Network address translators are used to make sure locally issued addresses do not escape into the outside world. This works but requires administration. Using 128 bits as an address bandwidth gives us 340 billion billion billion billion unique addresses, equivalent to 1500 addresses for every square meter on Earth. The cost is that we are adding extra bits to every message that we send (128 bits rather than 32 bits). The IPv4 to IPv6 transition, shown in Table 17.2, does, however, have other benefits. IPv4 uses a variable-length header consisting of 14 fields. IPv6 has a fixed 40-byte header with 8 fields. In an IPv6 router, the router knows what it is looking for and looking at—a 40-byte header with 8 fields. In contrast, in an IPv4 router, the router has to discover the header length, determine the information contained within the 14 fields, and then act on that information. The IPv6 router can therefore provide more consistent performance because of the simpler consistent structure of the header.



Table 17.2



How IPv4 and IPv6 Headers Differ



IP V 4 Version



IHL



Type of Service



Identification



Flags



Fragment Offset



Time to Live



Protocol



Header Checksum



Source Address Destination Address Options



Padding



IP V 6 Version



Traffic Class



Flow Label



Payload Length



Next Header



Hop Limit



Source Address Destination



Total Length
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Chapter 17 To summarize the differences between IPv4 and IPv6: ■■



IPv6 header is a fixed 40 bytes long compared to IPv4’s variable length.



■■



The simplified fields in IPv6 allow for more efficient processing through the router. The eight fields in the IPv6 header have the following functions : ■■



Version.



4 bits long—identifies the protocol version number



■■



Traffic Class.



8-bit field—similar to type of service in IPv4



■■



Flow Label.



20-bit field—special handling requests



■■



Payload Length.



16-bit field—indicates payload (excluding header) of up to 64 kb (or jumbograms by exception)



■■



Next Header.



8-bit field—authentication, encryption, and fragmentation



■■



Hop Limit.



8-bit field—prevents perpetual forwarding



■■



Source Address.



128 bits



■■



Destination Address.



128 bits



Delivering Router Performance in a Network Consider the performance that an IPv4 or IPv6 router has to deliver as we move into the network. Table 17.3 shows how aggregated bit rate increases from the edge to the core of the network. Individual user devices produce between a few kilobits and 2 Mb per wireless device or up to a few Mbits for wireline copper access. At the Node B (in a 3G wireless network), user bit rates aggregate to between 25 and 155 Mbps. At the RNC, user bits aggregate to between 155 and 622 Mbps. In the core network, the bit rate aggregates to between 2.5 and 40 Gbps.



Table 17.3



Access Bandwidth/Network Bandwidth Bit Rates



ACCESS BANDWIDTH HANDSETS RF (WIRELESS)



NETWORK BANDWIDTH BASE STATION (NODE B) RNC COPPER



16 kbps to 2 Mbps



25 Mbps to 155 Mbps



WIRELINE 56 kbps to 8 Mbps to 40 Mbps (VDSL)



CORE NETWORK COPPER AND OPTICAL FIBER



155 Mbps to 2.5 to 10 to 40 622 Mbps Gbps



Traffic Shaping Protocols Table 17.4



Time Dependency versus Bit Rate



HANDSETS



AIR INTERFACE



GIGABIT PACKET PROCESSING



TERABIT PACKET PROCESSING



Milliseconds



Microseconds



Nanoseconds



Picoseconds



1 in 103



1 in 106



1 in 109



1 in 1012



For example, 10-ms frame rate



For example, 20 µs flight path



For example, OC48 at 2.5 Gbps = 65 ns 10 Gbps = 16 ns 40 Gbps = 4 ns



Table 17.4 shows the impact this has on router performance. A 3G handset is organizing its packet stream on a frame-by-frame basis (bit rate and channel coding can change frame by frame, which means every 10 ms). Over the radio layer, we encounter time domain impairments (delay spread—a few microseconds). These are reasonably easily accommodated within our baseband processing. As we move into the access and core network and as the aggregated bit rate increases, so time dependency increases. In Gigabit packet processing, we need to process in nanoseconds; in Terabit packet read processing, we need to process in picoseconds. If we can define an IP flow such that we read the first header of the flow (flow setup), any interim header—when and if the flow characteristics have to change (flow maintenance)—and the last header of the flow (flow clear-down), then we have made life much easier for the router, which means we have less flexibility but more performance. We have effectively re-created the characteristics and properties of a circuit switch. However, what we really need is session switching where the characteristics of the session can change every 10 ms (a dynamically rate-matched session). This would make flow maintenance in an IP switch really quite complex—lots of interim headers that need to be processed each time the flow characteristics change. This in turn can only really be achieved by using fixed-length packets, which will generally be less efficient—unless the predefined packet size can be accurately matched to the payload. Adaptive bandwidth is expensive bandwidth. IPv6 tries to address some of these performance and efficiency issues. IPv4 checksums are taken out in IPv6 and done at a higher protocol level. The IPv4 type of service becomes IPv6 flow control and priority, and the IPv4 options field is replaced by IPv6 extension headers. The IPv6 extension headers support fragmentation, defining the rule set for packet size—in addition to security (authentication and encryption), source routing (where the source requests its preference routing trajectory), and network management (hop-by-hop reconfiguration).
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Improving Router Efficiency The idea is to improve router efficiency, to be able to differentiate and prioritize traffic flows, and to adapt to traffic flow requirements as they change as a session progresses. The source routing header, for example, can be used to describe and request a requirement to receive a certain amount of bandwidth for a certain amount of time using the RSVP protocol (which we will cover shortly). Having launched the packet stream into the network, IPv6 does not allow intermediate fragmentation, which means the defined rule set is maintained for the whole routing trajectory. Packet size can be up to 64 kbps. Larger packets are subject to additional negotiation and are subject to exception routing (a bit like trying to send an elephant through the mail; in fact, extra large packets are called jumbograms, which we discuss at length at the end of the chapter). If the bandwidth requirements keep changing, it is very convenient to keep the packet length the same. It is easier to multiplex packets together when they are all the same length. IPv6 also includes the digital signature for authentication and encryption in the header, which helps support complex multiuser exchanges when users are continuously joining and leaving the session and adds a 4-bit flow label to describe 16 priority levels (from least important to vital). Effectively, IPv6 provides more specific advice to the router in a format that is easier and faster to read, allowing the router to adapt to changes in the user group configuration or changing bandwidth requirements (flow property reconfiguration).



Traffic Shaping Protocols: Function and Performance Let’s consider some of the traffic shaping protocols, their intended function, and how they perform. Internet protocols are defined by the IETF. The workgroups include vendor representatives and other interested parties. Anyone can contribute to IETF standards making. It is a very democratic process constrained only by time, competence, motivation, and interest. The open process works well—and relatively quickly when compared to existing telecom standards making practice—but the openness has a cost. The protocols often end up doing something other than the job they were originally designed to do. Given that these standards do not have a fundamental impact on hardware configuration and are generally realized in software, this mission flexibility is not really a problem.



Resource Pre-Reservation Protocol RSVP is the short description for the Resource Pre-Reservation Protocol. It was originally intended as a way of pre-allocating an IP session resource for a predetermined period—that is, virtual circuit switching. The problem is that the protocol could only handle just over 2000 simultaneous flows and was very nonoptimum for multipointto-multipoint multiuser-to-multiuser session control.



Traffic Shaping Protocols Partly because of Microsoft’s involvement (embedding RSVP into Windows 2000), RSVP morphed into being a per-conversation per-session protocol defining the QoS requirement from the user’s device. RSVP defines four levels of service: High quality—application driven. This is for applications that are able to quantify their resource requirements—for example, an application using MPEG-4 encoding that can describe the bandwidth properties needed to preserve application integrity, which means declarative applications, or applications able to declare their bandwidth quality needs. Medium quality—network driven. Here the application has an approximate rather than accurate idea of what it needs. For instance, it knows whether or not it needs an isochronous packet flow (all packets arriving in the same order they were sent). The application trusts the network to provide appropriate prioritization to preserve application value. Low quality—network driven. Here the application may have defined and negotiated some basic latency bounds and minimum bandwidth guarantees that the network will endeavor to deliver. Best effort—network driven. You get what you get—the “perhaps it will get there sometime sometimes” option. So RSVP is used to define an application’s bandwidth quality requirement, not to preallocate session resources as originally intended. It, however, remains as a session layer protocol. It describes session quality requirements.



Multiprotocol Label Switching The session response allocation job has been taken over by Multiprotocol Label Switching (MPLS). Promoted by a number of vendors including Ipsilon (Nokia) and Cisco, MPLS breaks down packets into fixed-length cells and groups all packets within an IP session into a single flow. The session packets are tagged so that each router treats each packet in the flow identically (the definition of a flow—a sequence of packets treated identically by a possibly complex routing function). MPLS provides a bridge between the Network layer (Layer 3) and the Data Link layer (Layer 2) and assumes ATM is used at the data link layer. It swaps Layer 3 Network layer labels for Layer 2 transport layer labels. The fixed-length packets mean that the packet stream can be prefragmented to fit into the ATM cell structure (a 48-byte payload). Thus: ■■



RSVP describes the session quality requirement.



■■



MPLS delivers consistent routing and consistent packet fragmentation for the duration of the IP flow.



■■



A subset of the MPLS standard, known as MP Lambda (MPλS), addresses tag switching over the optical layer (also known as “Lambda switching”).
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Diffserv RSVP, MPLS and MPλS are intended to be used in parallel with Diffserv. Diffserv was originally conceived as a mechanism for defining four levels of service at the network edge—a job now done by RSVP. There were four standards—Platinum, Gold, Silver, and Bronze. Diffserv then morphed into a mechanism for grouping traffic flows together that share similar QoS characteristics—QoS flow aggregation—and is used as the basis for negotiating service level agreements (SLAs) between carriers. This isn’t one single network but a series of back-to-back agreements between a number of network operators, all of whom supply bandwidth to one another. To provide an end-to-end service level guarantee, each operator needs to know what will happen to the traffic (or more accurately the users’ traffic) as it moves across other networks not directly or even indirectly under the operator’s control. Diffserv provides a rather rough-and-ready way of defining network bandwidth quality and provides a basis for internetwork SLA peering (that is, back-to-back network bandwidth quality agreements). Diffserv defines the performance expected—not necessarily the performance delivered. The performance delivered depends on how well each of the protocols performs individually and how well the protocols perform together. Figure 17.6 shows Diffserv spanning four protocol layers and MPLS spanning two protocol layers. In practice, MPLS can also be regarded as a session layer protocol. It is session-specific in that it establishes a flow for the duration of a session.



Session Initiation Protocol We also need to add Session Initiation Protocol (SIP) to the session layer. SIP has gained more traction in the IETF standards process as people have gradually started to recognize how and why session persistency is increasing. It is included in Microsoft Windows XP and is supported by 3GPP.



Layer 7 Application Layer Layer 6 Presentation Layer Layer 5 Session Layer



RSVP + SIP + RTP
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TCP
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Figure 17.6 Diffserv and MPLS protocol spans.



Traffic Shaping Protocols SIP has evolved from the H323 standard for IP telephony. In H323 the protocol establishes a session, negotiates the features and capabilities of the session, and then clears down the session. In SIP, the process is the same, with all users identified by their Universal Resource Locator (URL) integrated with the user’s phone number or hostname. However, whereas H323 is predominantly a protocol for managing IP telephony, SIP adds in media types and formats that the caller or the caller’s application wants to use. The problem with H323 and SIP is that call setup can take several seconds longer than the PSTN. It is a protocol that re-creates circuit-switched performance but with added delay. It does, however, apparently work well when used to build up multiple user sessions. This involves the delivery of presence information—that is, whether someone is available or able to participate in a session. This is used in existing products like ICQ or AOL Instant Messenger to manage buddy lists. The SIP Forum (www.sipforum.org) describes SIP as “a control protocol for creating, modifying, and terminating sessions with one or more participants.” To work in a telecom environment, SIP also has to integrate signaling and service management. This is arguably SIP’s Achilles’ heel, since it is hard to re-create the functionality and stability of SS7. Why replace something that already works well? This will tend to make adoption slow in the traditional telco sector.



Real-Time Protocol Last, but not least, we can add in the IETF Real-Time Protocol (RTP). The job of RTP is to help manage multiple per-user traffic streams coming down from the application layer on their way to being coded to separate OVSF code streams at the physical layer. RTP assumes that the individual streams are complementary and need to maintain their time interdependence. This time interdependence can be compromised in a number of ways. Individual streams can be sent via different routes. Some of the streams can be badly errored and subjected to transmission retries, and some may be sent on a non-isochronous channel (packets not arriving in the same order they were sent). RTP adds timestamps to each of the packet streams so that they can be reclocked in the application layer of the receiver (which, of course, means the media is no longer strictly real time, since buffering is needed, thereby introducing delay and delay variability).



Measuring Protocol Performance This brings us to a general summary of the quality issues related to packet-routed networks. Packet-routed networks use buffering to delay offered traffic in order to improve transmission bandwidth utilization. Traffic shaping protocols—RSVP, MPLS, Diffserv—address issues of traffic flow prioritization, improving quality of service for some users at the expense of other users. Traffic shaping protocols do not address the problem of packet loss.
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Chapter 17 In TCP (Transmission Control Protocol implemented in Layer 4, the transport layer), if packet loss is detected, TCP stops traffic until all the lost packets have been re-sent. An alternative is to use User Datagram Protocol (UDP). UDP allows packets to drop. If packets are dropped in TCP, “send again” protocols introduce variable delay. If packets are dropped in UDP, they are lost. UDP is used in conversational sessions—for example, IP telephony. It assumes there is sufficient forward error correction on the channel to keep packet loss at an acceptable threshold. UDP is also often used in streaming applications where transmission retries would be seriously disruptive. Packet loss, however, directly degrades application quality. The information in Table 17.5 is from the GPRS QoS specification determining packet loss probability, including the probability of a lost packet, the probability of a duplicated packet, the probability of an out-of-sequence packet, and the probability of a corrupted packet.



Levels of Reliability and Service Precedence There are three levels of reliability (1, 2, and 3) and three levels of service precedence (high, normal, and low). This expresses UDP performance. Table 17.6 describes delay performance using TCP—assuming delay variability introduced by transmission retries. Delay is defined as the end-to-end transfer time between two communicating mobiles or between a mobile and a Gi interface to the external Packet Data Network (PDN). It includes delay for request and assignment of radio resources and transit delay in the GPRS backbone. Transfer delays outside the GPRS network are not included. It is therefore not useful to us if we are trying to implement quality-based billing based on end-to-end performance guarantees.



Table 17.5



GPRS QoS PROBABILITY FOR



LOST PACKET



DUPLICATED PACKET



OUT-OFSEQUENCE PACKET



CORRUPTED PACKET



1



109



109



109



109



2



104



105



105



106



3



102



105



105



102



RELIABILITY CLASS



Traffic Shaping Protocols Table 17.6



Delay Parameters 128-BYTE PACKET
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