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Introduction What is a data structure? How can the understanding of a search technique help you to write a better genealogy program? What in the world are stacks, queues, deques, and trees? Do you lose the contents of a file if you invert it? There is a reason why programmers ask these questions. The questions stem from a lack of understanding of some fundamental programming concepts that deal with data. Most programmers rely on a background of vendor manuals and perhaps one or two formal courses in BASIC. They feel confident in their ability to deal with lists, arrays, subscripts, and some sequential searches. But unfortunately this level of programming expertise, this repertoire of techniques, is not enough to be helpful in writing good, efficient software. In the classroom and in the world of consulting, we are quick to point out the crucial importance of writing usable programs, that is, programs that benefit the user. We also emphasize that the programmer is rarely the only user of a good program, because a good program is by definition one that is used by many people. A good programmer must take pains to write programs that are easy to use. A good program has the following properties: •



It should be structured well, so that its author and all other readers of the program feel confident in being able to change parts of it — add, delete, or modify modules — without adversely affecting the untouched portions. • It should be documented well, so that its logic can be understood easily. • It should be written to be interactive whenever this process can benefit the user.



• It should use files if these media for storing information are appropriate. • It should make efficient use of the computer through the proper use of algorithms that minimize sorting and searching times, minimize disk accesses, avoid excessively large memory arrays, and avoid inappropriate data storage techniques. In most colleges and universities there exists a course called Data Structures. It is taught after two semesters of programming and its



intent is to refine the students' technique and introduce the commonly used procedures that have been developed over the years to make a program run more efficiently. The course covers pretty much what this book covers, and in pretty much the same order. After mastering these techniques, these same students seem to be able to deal with masses of data, either in memory or on files, with considerable ease and success. The Data Structures course, more than any other course in their formal



training, prepares them to write user-oriented programs with direct applicability in their future industrial exposure.



vu



In this book we have made a sincere effort to simplify and demystify the subject of data structures. We call the book Data and File Management because we are trying to make a point: The topic of data structures is useful only as long as it relates to the practical aspects of how to manage data. The programs we include as examples should serve to show you how these techniques can be useful in many common applications. We sincerely hope that some of these intrigue you enough that you will adapt them in some novel fashion and that you have as much fun using them as we had writing them.
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Introduction



Pointers BASIC has become the popular problem-solving language for microcomputers for a wide variety of reasons, not the least of which is its inherent simplicity. It is easy to learn and to use. Consider the long list of high schools and colleges that teach BASIC as a way to introduce the computer to novices. One important reason for BASIC'S popularity is often overlooked: The language is highly flexible. By this we mean that BASIC will allow programming constructs that are difficult or impossible to manage in another language. A case in point is an array's subscript. In BASIC, the only rule is that the subscript be a numeric expression, while in many versions of FORTRAN, for example, the subscript form is limited to but a few very simple variations.



Subscripts



The subscript is the programmer's pointer into an array, and as such must be capable of as much variation as possible. The subscript as a pointer in its most elemental form is simply a way to access a given array element. For example, consider this segment of code:



100 DIM D(50) 110 P=17 120 V = 4



130D(P) = V



The variable P assumes the role of pointer to the array D in line 130 when it is used as a subscript. The overall effect is to store the value 4 into the 17th location of D.



Suppose this line were added: 140 D(D(P)) = 237.8 This time, the pointer to the array D is the variable D(P), which in itself uses a pointer. P= 17, as defined in line 110 above. D(P) = D(17) = 4, from lines 120 and 130. D(D(P)) = D(4), so define D(4) as 237.8. Thus the value 237.8 is stored in D(4). This form of addressing an array is called indirect addressing, because the computer determines the final destination by proceeding through an intermediate location that points to the value to be transferred. In order to complete this introduction to pointers, we should point out that most versions of FORTRAN don't allow subscripted variables to have subscripted variables as subscripts. Try saying that ten times fast!



The programs which we have selected to include in this chapter to exemplify the use of pointers all have a common concern: Where do the array pointers come from? You will discover that array pointers can be selected from a pool, generated at random, or calculated. This differs from the more common source of array pointers, such as a FOR-NEXT loop index or a counter.



Nim, G1A, and Heuristic Programming



The first program, G1A, is an interesting variant of the game of Nim. The two Nim players remove from one to three objects from a starting set of 13 objects. The player who removes the last object loses. The game can always be won by the second player if that player remembers one rule: Always leave a pile with the number of objects left equal to 9, 5, or 1.



In the early days of computers, much discussion centered on how to program these machines to assume the characteristics that would



make them seem intelligent. The area of interest, called Artificial Intelligence, or AI, was born. One of the techniques for simulating intelligence was given the name heuristic programming, or programming with the intent to discover or reveal an underlying principle. In 1965, H. D. Block in an article in American Scientist described



a machine that would "learn" to play the game of Nim with a winning strategy. The machine, originally called Gl, did a pretty fair job of imitating the way we humans learn. At first, it would play in seemingly random fashion. After many games it would give up the current game as lost before the game was over. It was as if it had discovered the futility of continuing that game. Then, many games later, it became unbeatable. It had "learned" the way to win. To speed up the learning process, Block altered Gl and created G1A. We present this machine to you now as a program. The program



sets up all possible moves for itself in four cups. Think of each cup containing three slips of paper, marked 1, 2, and 3. As a game proceeds, G1A "draws" its move from the appropriate cup at random.
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When the flow of the game determines that GIA has lost, the last "draw" that GIA made before losing is marked with a - 1. From that



point on in the series of games, this move will not be made. Eventually, all cups' moves contain a - 1 except those that lead to wins, and those will be the only plays GIA makes. Part of the fun of this program is to trace GlA's progressively better play. We leave this as an exercise for the reader.



Some features of the program are worthy of special mention. • All user inputs are programmed with the CALL KEY function. Study the portion of the program that asks for the user's initials. This section uses CALL KEY to build an input string three characters long without the use of the ENTER key.



• The DISPLAY instruction is used extensively to display the game's status as it changes.



• Graphic characters are used to display the chips. Note that a special effort is made to remove the chips randomly from the pile.



• The messages that GIA displays give it a personality. If GIA loses, it responds in modest lower case. If GIA wins, it responds in an obnoxious and pretentious upper case. 10 REM -filename: 20 REM purpose: 30 REM author:



"gla" To play the game of jpg 8< jdr 9/82



"NIM" heuristical ly



40 REM 50 RANDOMIZE



60 70 80 90



::



CALL



CLEAR



DIM CUP"; ! A is the random permutation selector.



520



GlA's



THEN



GOSUB



4000



GOTO



3U



move



GOSUB 5000 :: FOR 1=1 TO 3



530



wins.



AT(15,25):"/";T* :: GOSUB 5000 6000 :: DISPLAY AT(15,5):"impro



470



510



losses, s



432



480 500



CLEAR



GIA.



A=INT(RND*6+1)



Check the Ath. cup. B is the remainder: Chips modulo 4.



540



550 560



PERM(A,I):: B=CHIPS-4*INT(CHIPS/4) B=0 THEN B=4



570



IF



580



!



If this cup is not empty check others.



590



!



If



600



IF CUP(B,K)>0 THEN 610



605



NEXT



it



is empty,



check others.



I :: CUP(BCUP,KCARD)=-1 :: H0W=1 :: GOSUB 5000 GOTO 330 TAKE=CUP(B,K) ! If this cup is not empty, check others. IF TAKE>=CHIPS THEN CUP(B,K>=-1 :: H0W=2 :: GOSUB 3000 GOTO



610 620 630 650



• Note proper grammatical display, 'chip' or 'chips'. DISPLAY AT(15,5):"GIA takes";TAKE;SEG*("chips",1,4+INT(TAKE/2))



660



GOSUB 5000



670



BCUP=N



680



GOSUB 2000



640



1000



::



::



GOSUB



5000



KCARD=K



::



GOTO 390



!****** Subroutine to set



1010 N=0 1020 FOR



I=-l



TO



up chips.



***************



1



1030



L=ABS(I):: M=46+L 1040 FOR J=l TO 5-L 1050 N=N+1 :: CX(N)=M+J+J



CY(N)=I+I+8



1060



DISPLAY AT(CY(N),CX(N>):CHR*(30)



1070



NEXT



J



1080 NEXT



I



1090



CHIPS=13 :: DISPLAY AT(7,15):"chips";:: DISPLAY AT(8,15):"left";



1100



DISPLAY AT(9,15):CHIPS;::



1110 RETURN 2000 !****** Subroutine FOR 1=1 2020 R=R+P 2010



2030



IF R>13



2040 DISPLAY



R=INT(RND*13+1)::



P=1+INT(RND*11+1)



to remove 1 to 3 chips.*********



TO TAKE THEN R=R-13



AT(CY(R),CX(R)):"



2050



NEXT



2060



CHIPS=CHIPS-TAKE



I



2070



RETURN



3000



!****** Subroutine to print loss message.**********



3010 GOSUB 5000



::



DISPLAY AT(9,15):CHIPS



GOSUB 5000



::



CALL CLEAR



3050



A=INT(RND*6+1) : : DISPLAY AT (7, 1) :RPT* ('"*" ,28) IF H0W=2 THEN DISPLAY AT(9,1):"G1A ";H2*;" acknowledges defeat"; IF H0W=1 THEN DISPLAY AT(9,5):"61A ";H1*(A);" concedes the game" DISPLAY AT(12,1):RPT*("~",28):: L0SE=L0SE+1



3060



GOSUB 5000



3070



RETURN



3020 3030



3040



Chapter 1



::



GOSUB 5000 ::



Pointers



GOSUB 5000 ::



CALL CLEAR



4000 4010 4020 4030



I****** Subroutine to print win by GIA.************ CALL CLEAR :: A=INT(RND*13+1):: B=INT(RND*13+1):: C=INT(RND*13+1) DISPLAY AT(7,1):RPT*("#",28) DISPLAY AT(9,1):"THE ";01*(A);" GIA HAS ";02*(B);M THE 03*(C);"



";WH0*



4040 DISPLAY AT(11,1):RPT*("#",28) 4050 WIN=WIN+1 4060



GOSUB 5000 :: GOSUB 5000:GOSUB 5000 :: CALL CLEAR



4070 RETURN 5000



I****** Subroutine to mark time *******************



5010 FOR 1=1 5020 RETURN 6000 6010



TO 500



::



NEXT



I



I****** Subroutine for blanking out ************** DISPLAY AT(15,1):RPT*(" ",28);



6020 RETURN 7000



I*********** d a t a



S t a t e m e n t s *********



7010 7020



7030 7040 7050 7060



7070 7080



DATA 1,2,3, 1,3,2,2, 1,3,2,3,1,3, 1,2,3,2, 1 !



I



7160



DATA DATA DATA DATA DATA DATA DATA DATA



9999



END



7090



7100 7110



7120 7130



7140 7150



Data for



GIA



losses



DATA cordially,respectfully,graciously,politely DATA affably,humbly,cogenially,modestly DATA meekly,amicably,courteously,agreeably Data for



GIA wins



AWESOME,ANNIHILATED.PROSAIC,DREDED EXTERMINATED,VAPID,PUISSANT,OBLITERATED,SLUGGISH EMINENT,DEMOLISHED,DOLTISH,EXALTED,CONQUERED,OBTUSE INTREPID,VANQUISHED,INFERIOR,SPLENDID,DEVASTATED INSIPID,SAPIENT,EXTIRPATED,MAWKISH,ERUDITE,SUBJUGATED BUNGLING,FORMIDABLE,CRUSHED,FLACCID,REDOUBTABLE FLATTENED,INEPT,BRILLIANT,STOPMED,IGNORANT MAGNIFICENT,DESTROYED,STUPID
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Monte Carlo Methods



The next program, JOBSTEPS, demonstrates the use of random numbers as pointers to distribute an array's contents. The function of the program is to determine two sequences of hypothetical machining operations. Each of the sequences is to be assigned to one of two workers, with a sense of fairness requiring that the total time for the machining operations each is assigned be as closely matched as possible. There are as many as 25 various operations the two workers are



qualified to do, and each worker can be assigned any number of these operations, as long as they both work the same total amount of time. Their boss, the user of this program, inputs the amount of time allotted, for example four hours. The program prints out two work schedules, each containing machining operations, or tasks. No task on one list appears on the other.



The technique of successively scrambling an array's contents, then checking to see if this order produces a better solution than a previous one, is an example of the Monte Carlo Technique, named after the famous casino at Monaco.



The solution of this problem is not trivial. To come up with such a schedule with paper and pencil takes the better portion of an hour. What the computer does in the program JOBSTEPS is to select at random a set from 25 possible operations and sum their times. As soon as the set exceeds the total time the boss dictates, for example four



hours, the total time is displayed. The boss can elect to have the computer program select another set closer to the four hours, or accept that one.
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When the first worker's schedule has been determined in this



manner, the program uses that amount of time as a target and randomly selects from the unused tasks another schedule for the second



worker. The computer displays its first try, and the boss can accept or reject it. A rejection forces the computer to come up with a better schedule. Each try that is closer to the target (worker l's schedule) is displayed for the boss to accept or reject. When the boss finally accepts that run, both workers' schedules are displayed, with each total time shown.



10 REM filename jobsteps



20 REM



purpose: Monte Carlo selection of job operations



30 REM



author:



jpg & jdr 9/82



40 REM



50 DIM T*(25),T(25),K(25)



60 REM T* = operation



T = time per operation, min.



70 REM K* = selected pointere 80 RANDOMIZE



::



CALL CLEAR



90 REM Read tasks, times. 100 INPUT "What is target time (in minutes)":TT 110 FOR



1=1



TO



25



120 READ T*(I),T(I):: 130



NEXT



K(I)=0



I



140 S=0



150 Tl=10



!Set difference between time S



160 GOSUB



1000



and TT



170 PRINT "Suggested time is";S 180 INPUT "Is this acceptable? (y=yes)":A* 190 IF A*"y" THEN T1=ABS(S-TT):: GOTO 160 200 FOR



1=1



TO



25



210 IF K(I)>0 THEN K(I)=-K(I) IMark this the first pass. 220 NEXT



I



230 GOSUB



1000



240 PRINT "Suggested time is ";S 250 INPUT "Is this acceptable? (y=yes)":A* 260 IF A*"y" THEN T1=ABS(S-TT):: GOTO 230 270 PRINT 280 S1=0



290 FOR



"Schedule for S2=0



both



workers"



::



1=1



TO 25



300 IF K(I)0 THEN PRINT T*(K(I)),T(K(I)):: S2=S2+T(K(I)) 350



NEXT



I



360 PRINT "Sum,



Worker 2:";S2



370 STOP



500 DATA 510 DATA 520 DATA 530 DATA 540 DATA 550 DATA 560 DATA 570 DATA 580 DATA 1000 REM



"stamping",31.7,"spooling",42.0,"flanging",25.4 "milling",40.1,"cutting",32.5,"degreasing",24.7 "pithing",34.8,"polarizing",30.3,"rolling",31.7 "cascading",22.2,"waafting",44.8,"leveling",15.0 "plating",29.1,"chafing",38.2,"fluting",38.5 "sanding",53.9,"bending",26.5,"stressing",27.7 "testing",51.4,"polishing",20.1,"packing",44.2 "Blunting",32.2,"merging",37.8,"gnashing",23.4 "flushing",25.0 ********** Sunroutine to return S, sum within Tl of



TT.



***************



****
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1010 S=0



1020 FOR 1=1 TO 25 1030 IF K(I)>0 THEN K(I)=0 1040 NEXT



I



1050 R=INT(RND*25+1)IGeneerate a random number.



1060 REM Find out if it has been used. 1070 IF K(R)0 THEN 1050 lit has — get another. 1080 S=S+T(R)::



K(R)=R



!Sum this random time.



1090 IF S>TT THEN IF S-TTB



THEN T=A



::



A=B



::



DISPLAY AT(21,2):C*; : DISPLAY AT(21,20):C*;



B=T



DISPLAY AT(5,1)



t" 380



CALL KEY(0,K,S)::



390



IF K=13 THEN DISPLAY AT(23,1):"Chicken!



400



M=VAL(CHR*(K)):: DISPLAY AT(4,19):M



IF S=0 THEN 380



405



CALL KEY(0,K,S)::



406



IF K=13



407



M=VAL(CHR*(K))+10*M :: DISPLAY AT(4,19) DISPLAY AT(4,l):"The bet is";M



408



GOTO



180



GOTO



405



IF S=0 THEN 405



THEN 408 M



410



IF MB THEN B=X(D! get mode B FOR R=l TO X(I):: PRINT #l:"*";:i NEXT R :: PRINT #1: F=l ! Set flag for first nonzero X



F=0



THEN



1120



!



DON'T



GRAPH



1100 S2=S2+X(I)



1110 IF S2=N THEN 1130 1120



NEXT



! IF ALL PRINTED,



SKIP



I



1130 RETURN



2000 REM ** Subroutine to print histogram horizontally** 2010 P=0



::



2020 FOR



1=0 TO



2030 2040



IF IF



2050



NEXT



Q=0



! Locate first



and



last nonzero X



100



XIDOO AND P=0 THEN P=I XdOO-DOO AND Q=0 THEN Q=100-I I



2070 PRINT #l:"Mean of";N;"observations"";M;", std. 2080 FOR



I=B TO



dev=";S



1 STEP -1



2085 PRINT ttl:I;TAB(12); 2090 FOR



J=P



TO Q



2100 IF X(J)>=I THEN PRINT #1:"*";ELSE PRINT #1



;



2110 NEXT J 2120 PRINT #1 2130 NEXT



I 2140 RETURN



9999 END



observations3 75 , std.



lean



of



63



1



250 *



64



1



*



65



3



***



66



5



*****



67



2



**



68



10



**********



69



8



70



16



71



19



*******************



72



13



*************



****************



73



24



************************



74



18



******************



75



24



76



23



************************ ***********************



77



14



78



22



************** **********************



79



10



**********



80



10



**********



81



6



82



7



83



5



84



2



85



3



***



86



1



*



87



1



*



88



0



89



1



90



0



91



0



92



1



dev.= 5



**
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Mean of



250 observations= 75 , std.



24



*



*



23



*



**



22



*



**



*



21



*



**



*



20 19



* ** * *****



IB



*



****



*



17



*



****



*



16



**



♦VV*



*



15



**



****



*



14 13



** ****** *********



12



*********



11



*********



10



*



8



*************



6 5 4



1



dev= 5



***********



*************** * *



**************** ****************



*************************



*



*



This first chapter has reviewed some commonly used methods of subscript management. These techniques deserve special attention because of their power in simulation programs in which events occur according to the rules of chance. In the next chapter we will discuss how pointers can be used to specify single elements of arrays or records in various sort programs.
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Sorting For some unknown reason, the topic of sorts seems to hold a particular fascination for most programmers. Perhaps it is because sorts produce order out of chaos, or perhaps programmers like sorts because of their



inherent comparability, that is, the ease with which their effectiveness (do they work?) and their efficiency (how fast do they work?) can be observed and measured. Whatever the reason for a programmer's interest in the topic, sorts also have a very important place in data management. As a future chapter will indicate, one cannot access a file or array using a binary search unless that data structure is in sorted order.



There exist dozens of sorting algorithms; some are bad and some are good. Their efficiency can be measured with two quantities: (1) The speed of the sort — that is, how many seconds does it take to sort a given number of values? (2) The size of the sort — that is, how many bytes does the BASIC code take up in memory? We have had opportunity to test a wide variety of sorts, and we have formulated our own simple scheme for categorizing them.



Sorting Categories



A sorting algorithm belongs to one of these four categories: • Brute force sorts copy one unsorted list into a second sorted list. Program BRFRSORT is an example of such a sort.



• Exchange sorts rearrange the elements of a list in place so that no wasted memory space is used to hold that second array. Programs INSRSORT (insertion), BBLSORT (bubble), 21



EXCHSORT (simple exchange), and DELXSORT (delayed exchange) are all examples of exchange sorts. • Binary sorts are significantly faster than either the brute force or exchange sorts. These algorithms rely on a logical restructuring of the data into smaller groups of elements before resorting to in-place exchanges. Binary sorts can be subdivided into two categories: (a) Binary sorts that use no additional memory space for stacks; programs SHELSORT (Shell), SMETSORT (Shell-Metzner), and HEAPSORT (Heap) are all in this category; (b) Binary sorts that use stacks. The best example of this type of sort is the Quicksort (one word), which we include in this chapter as program QUIKSORT.



• Tree sorts are the fastest of all, but they suffer a major



disadvantage of requiring two separate arrays for links as well as the array of values to be sorted. Program TREESORT shows such a tree sort based on the AVL tree structure, also known as



the B-tree or binary sequence search tree (BSST) structure. Chapter 7 of this book will discuss this data structure in more detail.



Some sorting techniques such as the radix sort are not included here. We will discuss others, such as the detached key sort and the



sort-merge, in this and subsequent chapters. The radix sort, though once popular, is more suitable for discussion in conjunction with punchcard-oriented systems, of which the TI-99/4A is the antithesis. For those of you who wish to pursue the topic of sorts, we encourage you to beg, borrow, steal, or purchase a copy of Knuth's book referenced at the end of this chapter.



Brute Force Sorts



Brute force sorting is exemplified here by the program BRFRSORT. The array D is loaded with ten random 2-digit integers between 1 and 50. The program displays the contents of both the source array D and the destination array Dl at each of the ten successive scans, or passes,



through the array. After ten passes, the array Dl contains all of the original elements of D, but in sorted order.
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10 REM filename:



"brfrsort"



20 REM 30 REM



Brute force sort jpg & jdr 9/82



purpose: author:



40 REM



50 DIM D



1



2 ,



3



4



5



6



7



8



9



10



26



21



50



14



50



35



3



31



44



7



10



D



26



21



50



14



50



35



3



31



44



7



9



D



50



44



50



31



21



35



3



26



14



50



8



D



50



44



35



31



21



7



3



26



50



50



7



D



44



31



35



26



21



7



3



44



50



50



6



D



35



31



14



7



35



44



50



50



D



31



26



14



26 3



21



5



21



31



35



44



50



50



4



D



26



21



14



3



26



31



35



44



50



50



3 2



D



21



7



14



21



26



31



35



44



50



50



D



14



7



14



21



26



31



35



44



50



50



1



D



3



7



14



21



26



31



35



44



50



50



The last program in this group of sorts is somewhat different from the rest. Whereas the various Shell sorts and the heap sort required no additional memory space aside from the array to be sorted and the instructions, the Quicksort (one word, always capitalized) needs a stack. This data structure is a last-in, first-out list in which are placed array pointers, and as a general procedure for managing data will be discussed in Chapter 4. The memory overhead which the stack requires depends on the size of the array to be sorted. Programmers of the Quicksort usually dimension the stack array to a size between 60% and 80% of the array to be sorted.
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10 REM filename: 20 REM purpose:



30 REM



"quicksort" Quicksort



author:



jpg & jdr 9/82



40 REM



50 DIM D(100),STK(75> 60



RANDOMIZE



65 OPEN



::



CALL



CLEAR



#1:"RS232"



70 REM



Place random integers between 1 and 50 into



80 FOR



1=1



TO



10



::



D(I)=INT(RND*50+1)::



90 REM



NEXT



D.



I



Print table heading.



100 PRINT #l:"Pass #



Position ->";



110 FOR 1=1 TO 10 :: PRINT #1:TAB(18+1*4);I;: : NEXT I 120 P=0



::



130 GOSUB



N=10 1000



::



IPerform



140 GOTO



9999



1000 REM



***************



1010 1020



X=X-1 :: 1040 Z=D(A)::



#1



sort. Quicksort



X=0 :: I=X+X :: STK(I+1)=1 IF X=0 THEN RETURN



1030



PRINT



GOSUB 2000



STK(I+2)=N



::



I=X+X :: A=STK(I+1): ; TP=A :: BT=B+1



::



X=X+1



B=STK(I+2)



1050 BT=BT-1



1060



IF



BT=TP THEN



1110



1070 IF ZD(TP)THEN



1050 ELSE



D(TP)=D(BT)



1110



1080 ELSE D(BT)=D(TP): :



GOTO



1050



1110 D(TP)=Z



1120 IF B-TP>=2 THEN



I=X+X



::



STK(1+1)=TP+1



::



1130



I=X+X



::



STK(I+1)=A



X=X+1



IF



BT-A>=2 THEN



1140 P=P+1



::



GOSUB 2000



::



GOTO



::



X=X+1 :



:: :



STK(I+2)=B



STK(I+2)=BT-1



1020



2000 REM ************ Print the result of this pass **** 2010 PRINT #1:P;TAB(7);"D"; 2020 FOR 1= 1 TO N :: PRINT #1:TAB(18+1*4);D(I);: : NEXT I 2030 PRINT #1



::



RETURN



9999



CLOSE



::



END



Pass



#



#1



1



2



3



4



5



6



7



8



9



10



0



D



22



10



6



26



39



29



16



45



9



34 34



Position



->



1



D



9



10



6



16



22



29



39



45



26



2



D



6



9



10



16



22



29



39



45



26



34



3



D



6



9



10



16



22



29



39



45



26



34



4



D



6



9



10



16



22



26



29



45



39



34



5



D



6



9



10



16



22



26



29



34



39



45



6



D



6



9



10



16



22



26



29



34



39



45



Tree Sorts



Tree sorts represent the fourth category of techniques for sorting. We will show you one such sort based on the B-tree, called the BSST sort. This method of rearranging a list is very different from all preceding methods because it produces a set of pointers to the original list. When these pointers are used to access that still unsorted list, the result is the list in sorted order. The pointers are called left and right links, and each data element in any list to be sorted requires both links. Also, the sort has to have a stack structure for the sorted display procedure. The sort works in two phases: First, the appropriate left and right links are generated in their arrays; second, these links are used to traverse the tree, that is to access each list element in order.
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Program TREESORT's output is slightly different in that it shows first the original data with its generated links, then the list in sorted order.



10 REM filename:



20 REM



"treesort"



purpose: Tree sort (BSST) author: jpg & jdr 9/82



30 REM 40 REM



50 DIM D(100),STK(75) 60 DIM LL(100),RL(100) 62 RANDOMIZE 65 OPEN



70 REM 80 FOR



::



CALL CLEAR



#1:"RS232"



Place random integers between 1= 1



90 N=10



TO



::



10



::



GOSUB



and



D(I)=INT(RND*50+1) :



50



NEXT



into D.



I



1000



100 GOTO 9999



1000 REM



************ Tree sort



1010 REM



First,



1020 P=l



::



J=0



1030



X=l



::



IF P>N



1040



IF D(P)>D(X)THEN



THEN



(BSST)



build all



links.



1060



IF RL(X)=0



THEN



040 ELSE IF LL(X)=0 THEN LL(X)=P :: 1050 LL(P)=0 :: RL(P)=0 :: P=P+1 ::



RL(X)=P



GOTO



1050



GOTO



1030



GOTO



1050 ELSE



X=RL(X)::



ELSE



X=LL(X)::



GOTO



GOTO



1



1040



1060 GOSUB 1140 IPrint table of data, links. 1070 REM !Then traverse the tree using the links 1080 P=l



::



1090 T=T+1 1100 1110



T=0



::



STK(T)=P



IF POO THEN P=LL(P):: IF T=0 THEN PRINT #1 :



1120 PRINT ttliD(P);::



T=T-1



1130 P=P+1 :: GOSUB 1140 :: 1140 REM ************ Print



GOTO



1090 ELSE



T=T-1



::



P=RL(P)::



GOTO



P=STK(T)



GOTO



1090



1030



table of



data



links



;"Contents



2000 PRINT #1:"Postion 2010 FOR J=l TO N



::



RETURN



********



";"Left link



";"Right link"



2020 PRINT #1:J;TAB(15);D(J);TAB(30);LL(J);TAB(45);RL(J) 2030



NEXT



J



::



2040 RETURN 9999 CLOSE #1



Post ion



PRINT ::



#1



END



Contents



Left



link



Ri .ght



link



1



1



0



2



2



7



3



4



3



5



6



8



4



21



9



5



5



23



0



7



6



3



0



0



7



49



0



0



8



6



0



0



9



10



0



10



10



16



0



0



10



Multikey Sorts



16



21



23



49



The next program concludes this portion of the chapter, which has been



devoted to listing one sorting algorithm after another. The following program is nothing really new; it uses the Shell-Metzner sort as its rearrangement algorithm, but it could have used any one of the techniques. What is new here is the flexibility of the sort.
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Imagine a doubly subscripted array of data dimensioned D(10,5). The first subscript represents the item number, and the second subscript represents the sub-field within that item. For example, D(I,1) could be the ID number, D(I,2) wages, D(I,3) hours worked, D(I,4) deductions, and D(I,5) job type. The type of program which the next listing exemplifies is called a multikey sort, wherein the user has a choice of which sub-field or key to operate upon. D could just as well be a string array, dimensioned say M$(14), as in the next program. The problem is to have a program that can sort on any one of the substring fields in the string array. Program MUSHSORT demonstrates a multikey sort of a string array on data extracted from two books on mushrooms. 10 REM



filename:



20 REM 30 REM 40



"mushsort"



purpose: multikey sort of string data author: jpg 8< jdr 9/82



REM



50 DIM S(70),M$(14)! 60 FOR K=l



TO 7



70 FOR



TO



1=1



80 CALL



::



14



S is starting column,



READ S(K)::



::



READ



NEXT



M*(I)::



M$ is mushroom



K



NEXT



I



CLEAR



90 PRINT



"Select



the



field



page #, page #,



100



PRINT



"1



110



PRINT



"2



120 PRINT



"3



common



130 PRINT



"4



Latin



on



which



to sort."



'Les Champignons de France', *Non-Flowering Plants'"



V.



2"



name" name"



edibi1ity" color of cap" 160 INPUT "What key":K 140



PRINT



"5



150



PRINT



"6



170 C=S(K)!C



is



column



number



of



field.



180 L=S(K+1)-S(K)!L is length of field. 190



N=14



::



200 CALL 210



GOSUB



CLEAR



INPUT



1000



::



FOR



1=1



TO



14



::



PRINT M*(I)::



NEXT



I



"/EN/":A*



220 GOTO 80 500 DATA



1,3,5,22,43,50,56



510



DATA



"154Caesar's



520



DATA



530



DATA



Amanita



Amanita



Caesaria



540



DATA



"352Death Cap Amanita Phallooides "452Destroying Angle Amanita Virosa "552Spring Amanita Amanita Verna



550



DATA



"7—Lemon



Orange" Deadly Whitsh" Deadly White " Deadly White " SuspectYel1ow"



V.Good



Amanita



Citrina



560 DATA "853Fly Amanita



Amanita



Muscaria



Poison



Red



570 DATA



"953Panther



Amanita Pantherina



Poison



Brown



580



"1154B1usher



Amanita



Good



Reddsh"



DATA



Amanita



Amanita



Rubescens



"



Good Brown " "1158Parasol Lepiota Lepiota Procera White " Good "l759Smooth Lepiota Lepiota Naucina 610 DATA "2181Horse Mushroom V.Good White " Agaricus Arvensis Good White " Agaricus Campestris 620 DATA "2481Field Mushroom 630 DATA "2684Shaggy Mane Good White " Coprinus Comatus Tricholoma PersonatumV.Good Grey 640 DATA "8061Blewit 590 DATA



600



DATA



1000 REM 1010



***************



Shell-Metzner Sort



************



M=N



1020 M=INT(M/2) 1030



IF



M=0



1040 K=N-M 1050



THEN ::



RETURN



J=l



I=J



1060 P=I+M



1070 IF SEG*(M*(I) ,C, LX=SE6* (M* (P) ,C, L) THEN 1100 1080



T*=M*(I)::



1090



IF



1100



J=J+1



I>=1



1110



IF



9999



END



Js Amanita Amanita Caesaria 7—Lemon



Amanita



853Fly Amanita



Amanita Citrina



V.Good Orange SuspectYellow



Amanita Muscaria Amanita Pantherina



Poi son



Red



Poison



Brown



Deadly Whitsh



1154B1usher



Amanita Phallooides Amanita Rubescens



552Spring Amanita



Amanita



Deadly White Deadly White



953Panther



Amanita



352Death Cap



Verna



Good



Reddsh



452Destroying Angle Amanita Virosa 2684Shaggy Mane Good White Coprinus Comatus 8061Blewit Tricholoma PersonatumV.Good Grey
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The final program, COMPSORT, is simply a main program that calls most of the sorting subroutines one at a time to sort an increasingly large subset of an array containing random numbers. The output is a chart that indicates the relative efficiencies of the sorts we have



included in this chapter by counting the number of passes and exchanges. 10 REM filename: 20 REM purpose: 30 REM author:



"compsort" Comparison of sorts jpg & jdr 9/82



40 REM



50 REM D is data array D2 for Brute Force 60 REM LL, RL are left and right links for Tree 70 REM STK



is stack for sort name



80 REM N* is 90 RANDOMIZE



Quicksort and Tree NM is size of sort



100 DIM D(500),D1(500),LL(500),RL(500),STK(300),NM(10),N*(10) 110



CALL



120 130 140 150 160 170



REM Print table heading. PRINT "Sort #->"; DATA "Brute Force","Insertion","Bubble","Exchange" DATA "Del. Exch.","Shel1","Shel1-Metzner","Heap" DATA "Quicksort","Tree" DATA 10,20,30,40,50



CLEAR



180



N2=5



190 FOR K=l



TO



10



200 FOR



TO



N2



1=1



::



READ N*(K)::



NEXT K



210 READ NM(I):: PRINT TAB(8+7*1+4);NM(I); 220



NEXT



I



::



PRINT



::



230 REM



PRINT



Outer loop: Select sort.



240 FOR Sl=l TO 10 250 PRINT N*(S1);



IChange (i.e.



7 to 10)



for shallow chart.



260 FOR 11=1 TO N2 :: N=NM(I1)!Inner loop. 270 FOR P=l



TO N



280 PS=0



EX=0



::



::



D(P)=INT(RND*1000+1)::



NEXT P



290 IF Sl>7 THEN ON SI-7 GOSUB 8000,9000,1000 300 IF Sl=D(J)THEN 2070



2060 D(J+1)=D(J):: 2070



EX=EX+1



::



NEXT J



::



J=0



D(J+1)=X



2080 NEXT



P



2090 RETURN
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3000 REM ************** 3010 FOR P=l TO N-l 3020 F=0 :: PS=PS+1 3030 FOR



3040



J=l



D(J)=D(J+1)::



D(J+1)=T



::



F=i



it



EX=EX+1



J



IF F=0 THEN RETURN



3070 NEXT 3080



*******************



N-P



IF D(J+1XD(J)THEN T=D(J)::



3050 NEXT



3060



TO



Bubble Sort



P



RETURN



4000 REM ***** Exchange 4010 FOR P=l TO N-l 4020 FOR J=P+1 TO N



II



(or selection sort *****_******** PS=PS+1



4030 IF DD(J)THEN T»D(P)u



D(P)=D(J)si



D(J)=T t:



EX=EX+1



4040 NEXT J 4050 NEXT P 4060 RETURN



5000 REM ******** Delayed exchange sort **************** 5010 FOR P=l TO N-l 5020 X=P :: PS=PS+1 5030 FOR J=P+1 TO N



5040 IF D(JXD(X)THEN X«J 5050 NEXT J 5060 IF POX THEN T»D(X):i 5070 NEXT P 5080 RETURN



D(X)»D(P):t



6000 REM *************** Shell



D(P)=T ti



EX-EX+1



sort ********************



6010 P=N



6020 IF PD(X)THEN T=D(J)i: D(J)=D(X):: D(X>=T n F»l 6080 NEXT J 6090 IF F>0 THEN 6040 ELSE 6020 7000 REM *********** Shell-Metzner sort ****************



::



EX-EX+1



7010 P=N 7020 P=INT(P/2) 7030 IF P=0 THEN RETURN 7040 K=N-P :: J=l :i PS-PS+1 7050 I=J 7060 L=I+P 7070 IF D(IXD(L)THEN 7100 7080 T=D(I):: D(I)=D(L):j D(L)=T 7090 IF I>=1 THEN 7060 7100 J=J+1



7110



::



I=I-P



:i



EX=EX+1



IF JP THEN D(I>=A i: GOTO 8020 IF D(JXD(J+1)THEN J=J+1



8090 IF A=2 THEN



I=X+X



::



STK(I+1)=A



X=X+1



9140 P=P+1



::



PS=PS+1



::



10020 10030



::



XaX+1 ::



GOTO 9050



::



STK(I+2)=B



STK(I+2>=BT-1



GOTO 9020



10000 REM ************ Tree sort 10010 P=l



::



::



(BSST)



*****************



J=0



X=l :: IF P>N THEN 10040 IF D(P)>D(X)THEN IF RL(X)=0 THEN RL(X)=P



::



GOTO



10040 ELSE



X=RL(X)::



10030 ELSE IF LL(X)=0 THEN LL(X)=P i: GOTO 10040 :i ELSE X=LL(X) ,: 10040 LL(P)=0 :: RL(P)=0 :: P=P+1 i: PS=PS+1 :: GOTO 10020 10050 P=l :: T=0 !Traverse 10060 T=T+1 :: STK(T)=P 10070 IF POO THEN P=LL(P)i: GOTO 10060 ELSE T=T-1 10080 IF T«0 THEN RETURN 10090 T-T-l :: P=RL(P):t GOTO 10060 20000 END



Sort



#->



10



20



30



Brute Force



10/30



20/40



Insertion



9/15



19/89



30/60 29/205



40



::



50



40/200



50/450 49/582 44/611



Bubble



7/19



16/122



26/203



Exchange



9/20



49/595



9/5



29/214 29/26



39/384



Del.



19/106 19/1B



39/37



49/45 19/118 5/177



Shell



9/11



10/27



13/64



18/98



Shell-Metzner



3/10



4/29



4/62



5/114



Heap



14/20



29/51



44/92



59/134



Quicksort



7/8



13/2B



21/49



26/69



74/188 33/94



Tree



10/30



20/20



30/90



40/160



50/150
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GOTO



10030



P=STK(T)
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GOTO
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Strings During the decade of the 70's, the use of computers changed dramatically to favor the individual user. This emphasis on distributed processing resulted in some applications which had not been considered appropriate for the larger, more scientific and business oriented computers. Two such applications are game playing and word processing.



Most computer games incorporate a wide variety of programming techniques, and in terms of the subject of this book, data management, it is fair to say that we could have included in each chapter several games that exemplify the techniques we discuss. Wc will include three games in this chapter because they are appropriate and suitable to the topic. We will use some games in other chapters because they also suit



the techniques involved, such as G1A and Acey-Ducey in Chapter 1. Word Processing



Word Processing has emerged as an important task for the computer to perform because it helps workers who deal with files and records of text information, such as mail-order houses, publishers, lawyers, and writers. These disciplines require the management of words as the data elements



rather than values. The computer processes these data items by resorting to special instructions and routines that search, substitute, concatenate, extract, and arrange words and letters. It is not fruitful for the computer to perform arithmetic operations on words and letters.



39



BASIC is particularly appropriate as a language for word processing because of its large and flexible set of string manipulation functions. If the source program can be compiled with one of the



presently available BASIC compilers, it becomes even more efficient and useful. Most commercial word processing programs, such as Radio Shack's SCRIPSIT or Easywriter II for the IBM PC, are not written in BASIC. They are written in the computer's assembly language for a variety of reasons. These commercial programs are intended for a diverse set of users, and can be considered in the class of utility



programs. It is not our intent to show you how to write a word processing utility in BASIC, although you could if you so desired. Instead, we will describe some techniques that require the use of string management instructions. Random Word



The random selection of a word from a list is no different from



Selection



choosing a value, except of course that the chosen word must be assigned a string variable name. Program JOTTO closely resembles the popular 5-letter word game by the same name. We include it here to demonstrate one way to store string data, as DATA statements, and to show you some elementary string searching techniques. The point of the game is to guess the word which the computer has selected at random from the list. After the player guesses, the computer first checks for duplicate letters, as none are allowed in this version of the game. Then it tallies all like letters in matching positions and builds its clue string P$ to include all such matches. When the number of matches is 5, the



game is over and the user is given the option to play again. This game leaves much to be desired in embellishment, which we leave up to the user. Graphics would be a big help, as would some slight changes of rules, such as limiting the number of guesses or allowing duplicate letters in the five-letter words. 10 REM -filename:



20 REM



"jotto"



purpose: Jotto, or 5-letter word game



30 REM



author:



jpg & jdr 10/82



40 REM



50 RANDOMIZE



::



CALL CLEAR



60 OPEN #1:"RS232"



70 REM



179 WORDS IN THIS VERSION.



80 DIM W*(300)!Add 10 words at a time,



max.==300.



90 REM Restarting point. 100 FOR 1=1 TO 300 :: READ W*(I) 110 IF W$(I)="end" THEN N=I-1 :: GOTO 130 120 NEXT



I



::



N=300



130 REM Number o-f words in then array is N 140 G=0



::



CALL CLEAR



150 S*=W*(INT(RND*N+1))!Get random guess. 160 PRINT "Guess a five-letter word." 170



INPUT



L$



180 IF L*="list" THEN GOSUB 600 :: 190 IF L$="sort" THEN GOSUB BOO ::



GOTO 160 GOTO 160



200 IF L*="?" THEN PRINT "The secret word is ";S* :: GOTO 420



210 IF LEN(L*X>5 THEN PRINT " Five letters long!" :: G=G+1 :: GOTO 160 220 GOSUB 440 !Check -for duplicate letters. 230 G=G+1 240



IF



!Tally guesses.



L*=S*



THEN 410



250 M=0 :: Q=l 260 FOR



40



1=1



:: P*="



TO 5



Chapter 3



::



J=0



Strings



" :: A*=P*



270



FOR



J=l



TO



5



275 X*=SEG$(S$,1,1) 280 IF X*OSEG*(L$, J, 1) THEN 320



290 P$=SEG*(P*, 1, J-1)8 ";B,"W> ";W



500 PRINT "B is right color in right location" 510 PRINT "W is number of right colors in wrong location." 520



GOTO



600



REM Subroutine to substitute asterisk.



270







610 DIM W2$(4),G2*



0



B is right color in right location W is number of right colors in wrong location. Type ? to select another scheme or . to quit. If B=4, you guessed it. Select new scheme, or quit. GGGG B>



2



W>



0



B is right color in right location W is number of right colors in wrong location.



Type ? to select another scheme or . to quit. If B=4, you guessed it. Select new scheme, or quit. GGRR



B>



1



W>



1



B is right color in right location W is number of right colors in wrong location. Type ? to select another scheme or . to quit. If B=4, you guessed it. Select new scheme, or quit. GRRR



B>



1



W>



0



B is right color in right location W is number of right colors in wrong location. Type ? to select another scheme or . to quit. If B=4, you guessed it. Select new scheme, or quit. RRR6 B>



0



W>



2



B is right color in right location W is number of right colors in wrong location. Type ? to select another scheme or . to quit. If B=4, you guessed it. Select new scheme, or quit. RYRY



B>



1



W>



0



B is right color in right location W is number of right colors in wrong location. Type ? to select another scheme or . to quit. If B=4, you guessed it. Select new scheme, or quit. RRRY B>



0



W>



1



B is right color in right location W is number of right colors in wrong location. Type ? to select another scheme or . to quit. If B=4, you guessed it. Select new scheme, or quit. GYGB



B>



4



W>



0



B is right color in right location W is number of right colors in wrong location. Type ? to select another scheme or . to quit. If B=4, you guessed it. Select new scheme, or quit.
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Text Encoding



The second group of programs shows some of the more useful if perhaps less entertaining, techniques of string management programs SUBCODE and GRAFCODE are text encoders. They accept strings of text from the user, then transform them into a weird looking set of encrypted information. Program SUBCODE uses a type of encryption called Playfair code. The user supplies a password, then the computer generates a 25-character long second alphabet based on this word. When



the user submits a message as a string of text, the program transposes each letter of the message to its corresponding second alphabet representation. This is the encrypted message. The user then supplies the proper password and the computer decodes the encrypted message into plaintext.



This program serves no purpose except to demonstrate the technique of substitution code encryption. We urge you to devise a game based on this program. One player makes up a password and message, and the other tries to break the code and decypher the message. This is the principle of the cryptogram found in the crossword puzzles in the newspaper: simple substitution coding.



10 REM filename:



20 REM 30 REM



"subcode"



purpose: Simple substitution code author: jpg & jdr 10/82



40 REM



50 CALL CLEAR



60 PRINT "Type a one-line message with no punctuation." 70



INPUT



X*



80 INPUT "Type a one-word password, the larger the better ":P* 90 GOSUB



1000



100 PRINT "Computer—encoded text:" 110 FOR



1=1 TO LEN(C*)STEP 5



120 PRINT SEG*(C*,I,5);" "; 130 NEXT



I



140 PRINT 150 GOSUB 2000



160 PRINT "Plaintext message as decoded by computer:" 170 PRINT



D*



180 STOP



1000 REM*** Subroutine for Playfair code encryption **** 1010 K*="abcdefghijklmnopqrstuvwxyz" :: A*=P*&K* 1020 M*=SEG* (P$, lfl)n P=2 1030 FOR



1=2 TO LEN=C*(K)THEN



1380 ELSE K=L(K)



GOTO



1340



IF C*(JX=C*(K)THEN



1380 ELSE K=R";S*;" C*>";C$(K) 1410 PRINT "Left link of C* is";L(K> 1420 PRINT "Right link of C$ is";R(K)



1430 PRINT "If you wish to see the name of the logical left," 1440 PRINT "type L. Type R to see the name to the right." 1450 PRINT "Or type * to return to the main menue." 1460



INPUT



L*



1470 IF L*="L" THEN P=L(K):: PRINT "To the left lies ";C*(P>:: GOTO 1430 1480 IF L*="R" THEN P=R(K>:: PRINT "To the right lies ";C$:: GOTO 1430 1490 IF L*="»" THEN GOTO 210 ELSE PRINT "Illegal character." :: GOTO 1430 1500 PRINT



"List



shown



below."



1510 K=H



1520 PRINT "C*>";K;C* 1530 K=R(K>



1540



IF K=H



1550 GOTO 1560



THEN 210



1520



END



Space has been created for list and links To insert, type +, to delete, type To access, type ?, to display, type . To end, type # +



Now you are ready to insert



Type a name starting with an alphabetic character. persimmon To insert, type +, To access, type ?, To end, type #



to delete, type to display, type .



+



Now you are ready to insert



Type a name starting with an alphabetic character. carrot



To insert, To access,



To end,



type +, type ?,



to delete, type to display, type .



type #



+



Now you are ready to insert



Type a name starting with an alphabetic character. prune



To insert, type +, To access, type ?, To end, type #



to delete, type to display, type .



+



Now you are ready to insert



Type a name starting with an alphabetic character. celery To insert, type +, To access, type ?, To end, type #



to delete, type to display, type .



+



Now you are ready to insert Type a name starting with an alphabetic character. cucumber



To insert, type +, To access, type ?, To end, type #



to delete, type to display, type .



+



Now you are ready to insert Type a name starting with an alphabetic character, pomegranate To insert, type +, to delete, type To access, type ?, to display, type . To end, type #
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?



Accessing routine is available. Enter a name starting with an alphabetic character, Space has been created for list and links



To insert, type +, to delete, type To access, type ?, to display, type . To end, type # +



Now you are ready to insert Type a name starting with an alphabetic character. persi immon



To insert, type +, to delete, type To access, type ?, to display, type . To end, type # +



Now you are ready to insert Type a name starting with an alphabetic character. carrot



To insert, type +, to delete, type To access, type ?, to display, type . To end,



type #



+



Now you are ready to insert Type a name starting with an alphabetic character. prune



To insert, type +, to delete, type To access, type ?, to display, type . To end, type # +



Now you are ready to insert Type a name starting with an alphabetic character. cucumber



To insert, type +, to delete, type To access, type ?, to display, type . To end,



type #



+



Now you are ready to insert Type a name starting with an alphabetic character. celery



To insert, type +, to delete, type To access, type ?, to display, type . To end, type tt +



Now you are ready to insert Type a name starting with an alphabetic character. pomegranate To insert, type +, to delete, type To access, type ?, to display, type . To end, type # ?



Accessing routine is available. Enter a name starting with an alphabetic character.



celery S$>celery C*>celery Left



link



of



C*



is



2



Right link of C* is 4



If you wish to see the name of type L.



the logical



left,



Type R to see the name to the right.



Or type * to return to the main menue. L



To the



left



lies carrot



If you wish to see the name of the logical left, type L. Type R to see the name to the right. Or type * to return to the main menue. R



To
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If you wish to see the name of the logical left, type L. Type R to see the name to the right. Or type * to return to the main menue. *



To insert, type +, to delete, type To access, type ?, to display, type . To end, type # List



shown



below.



C*> 1 persiimmon C$> 6 pomegranate C*> 3 prune C$>



2



carrot



C*> 5 celery C*>



4



cucumber



To insert, type +, to delete, type To access, type ?, to display, type . To end, type # #
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Sequential Access Files A program's utility is often measured by its ability to manage a large volume of information. Without the use of external files on tape or disk, a program can store data in only two structures: dimensioned arrays and DATA statements. Arrays suffer the major limitation of being temporary in nature, so that when you turn off the computer, whatever was stored in the array is irretrievably lost. DATA statements on the other hand are a permanent part of the program, but they are cumbersome to type in and cannot be altered during program execution. The solution to these problems is to store the data separate from but accessible to the program. Two different types of files exist to perform this task, sequential access files and direct access files. Sequential access files may exist on either tape or disk. The programs that we include in this chapter will use disk files, although they would run with tape files just as well. Sequential files are characterized by the serial nature of their stored records. If a file is composed of seven records, a program must access the first six records in sequence before it can deal with the seventh. Sequential files are also distinguished by the fact that they can be OPENed in either INPUT mode or OUTPUT mode, but not both. This means that if you wish to alter a record, you must OPEN two files, the first one in INPUT mode to access the records, and the second one in OUTPUT mode to rebuild the file in revised form.



This chapter will explore the potential and the limitations of sequential access files as a permanent storage medium. We will discuss the access, modification, and sorting of this type of file.
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The procedure that a programmer chooses for searching a sequential file for a specific record depends on whether the file is ordered or not. In the case where the file is unordered, the procedure is simply to step through the file one record at a time, checking each record to see if it is the one sought. The search terminates upon reaching either one of two conditions: (1) The record is found, or (2) the entire file has been



Sequential Search Techniques



searched and the record is not on the file. This form of search, the



unordered list directed scan, is shown in the algorithm below, written as a subroutine. 1000 1010



******* Subroutine for unordered list seq. !X is key sought on file



1020



!A is value retrieved



scan



from file



1030 !I is sequential record number 1040 1=1 !Set record pointer to 1 1050



INPUT #1:A



!Read this record



1060 IF X=A THEN PRINT X;" found on record #";I :: RETURN 1070 1=1+1



!Increment pointer



1080 IF K=N THEN 1050 !N is the number or records 1090 PRINT "Search unsuccessful" :: RETURN



In the case where the file is ordered, the procedure is slightly more complex, but it yields the dividend that if the key being sought is not on the file, the entire file need not be searched. This is because the search terminates as soon as the key being sought is found to be less than the



key of the record being checked on the file. Thus the search terminates upon reaching one of two conditions: (1) The record is found, or (2) the key, X, of the record being sought is less than the key, A, of the record being checked on the file. This form of search, the ordered list directed scan, is shown below. 1000



!****** Subroutine for ordered list seq.



1010



!X is key sought on file



1020



!A



is value retrieved



scan



from file



1030 !I is sequential record number 1040



!A(lX=a(2X=a(3) . . .F THEN PRINT "No such freq." :: CLOSE #1 :: GOTO 4020 4070 IF X=F THEN PRINT X;"found on rec.#";I :: CLOSE #1 :: GOTO 402O 4080



1=1+1



4090 IF E0F(1)1 THEN GOTO 4050 ELSE PRINT "No such freq." :: CLOSE #1 4020
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GOTO



5000 !********* Higher frequency statistics ************ 5010 OPEN #1:"DSK1.WORDS",SEQUENTIAL,INTERNAL,INPUT



5020 INPUT "Statistics on



all



5030



::



IF



X=0



THEN



5040 S=0



::



S2=0



5050



1=1



FOR



TO



CLOSE



#1



freq.



higher than (0=return)":X



RETURN



100



5060 INPUT #1:W*,F 5070



IF FLL THEN PRINT "More than column length of";L: GOTO 180 320



PRINT



330 PRINT "How many spaces should be left between the" 340



INPUT



350



PRINT



360



INPUT



370



!



380



!



390



!



index word(key) and the page numbers":SP PRINT "How many spaces should be indented on the" second line of a long index entry":LS
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400 ! 410 !



Convert the unformatted X* strings (on file) into formatted Y* stored in memory.



420 P*="



"



::



P=T



430 P=P+1



440



! Blank the lines at top of first page.



450



IF P>L AND P=L



1100



THEN



found



1090 S=R 1100



IF



X=A(S)THEN



1600 ELSE



1500



1110 T=INT((R-L)*(X-X1)/(X2-X1)) IInterpolate position 1120 IF A(T)=X THEN S=T :: GOTO 1600 ELSE IF A(T)>X THEN R-T-l 1080 ELSE L=T+1



::



X1=A(T)::



GOTO



::



X2=A(T)::



GOTO



1080



1500 PRINT X;" not found" :: RETURN 1600 PRINT X;" at position ";S :: RETURN



The interpolation search technique is obviously more complex than the binary search, so the real test of its worth should rest in its performance. Program INSEARCH is the interpolation search subroutine which is present in SEARCH and we have elected to isolate it here as a separate routine. Notice that the output shows that the number of accesses to the array is not significantly different from the number of accesses which the binary search used to fetch a desired



entry. We suggest that you try both techniques in programs that require the access to sorted files, and adopt the one which seems to work better for you. 2000 !**** Subroutine INSEARCH interpolation search **** 2010 F(0)=F(1)+1 2020 L=0



::



::



R=N+1



F(N+l)=F(N)-1



::



X1=F(L)::



::



K=0



X2=F(R)



2030 IF X=X2 THEN PRINT "out of range" :: RETURN 2040



IF RF2 THEN 450



410 PRINT #3,REC I-1:W2*,F2 420 PRINT #3,REC L-1:W1$,F1 430



I=I-M



440 IF I>1 450 J=J+1



460



IF J;F(I+1) 1040



NEXT



I



1050 RETURN 9999 CLOSE



#1



::



END



Original form of file. the 15568 and 7638 a



of 9767 to 5739



5074



that



in



3017



4312



is 2509



i 2292 for 1869



it as



with



was



his



1849



1732



be



2255 1853



he



1761



1727



1535



not



1496



by 1392



but



1379



have



you 1336



1344



which



1291



Scrambled



which the



are



1222



file



1291



15568



be



1535



for



1869



of 9767



you



1336



not



have



1496



to 5739 was 1761 a



5074



with



i



1849



1344



are 1222 is 2509 2292



but



1379



in



4312



his



1732



it



2255



and



7638



that



he



3017



1727



Sorted of



9767



3017



2292



for



1869



with



his be



1853



file



and 7638 a 5074 that



as



by 1392



1849



1732 1535



the



15568



to 5739 in 4312 is



2509



it



2255



as



1853



was



he not



1761



1727 1496



by 1392 have 1344



but 1379 you 1336



which



are



1291



1222
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Detached Key Sort



The major difficulty with the above method of sorting is that of time. A sort that takes several minutes in memory can take several hours if performed on disk, as demonstrated in the above program. The reason, of course, is that every fetch of a disk record is roughly a hundred times slower than a fetch from memory. We can use this large difference to our advantage by extracting the keys from the file to be sorted, sorting them in memory, and keeping track of where they are on the original file. Then we rebuild the file in sorted order. This procedure is called a detached key sort and we detail the procedure below while tracing an example. An unsorted file named A.DAT is to be sorted producing the file B.DAT. Original file A.DAT on disk Record # Key Other 1



J



XYZ



2



B



ABC MNO



3



X



4



R



PQR



5



A



vwx



6



D



ZAB



7



L



LMN



8



Q



BCD



9



V



RST



10



F



GHI



Copy all keys from file A.DAT into memory array A$. This is just the record's key, not all fields. If the key portion of each record is 20 bytes long, for example a customer name, and the record itself is 255 bytes long, the memory array is less than a tenth the size of the file. With numeric keys the advantage in space savings is even greater. Generate the array R to contain the numbers 1 to N in sequence, where N is the number of records in the file



A.DAT (also the number of detached keys in the array A$). These values represent the record numbers that correspond to each of the keys in A$. (keys)
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R (record #s)



J



1



B



2



X



3



R



4



A



5



D



6



L



7



Q



8



V



9



F



10



Memory arrays before sort



Sort the array A$ in memory, making sure that for every exchange of the two elements of A$, say the PI and P2 positions, there is also an exchange of the corresponding PI and P2 positions of the array R. Memory arrays after sort



R (record1 #s)



(keys) A



5



B



2



D



6



F



10



J



1



L



7



Q



8



R



4



V



9



X



3



Create a new file B.DAT, using the contents of the array R as pointers to the original file A.DAT. Thus if R(l) is 5, get the 5th record of A.DAT and copy it into the 1st position of B.DAT; if R(2) is 2, get the 2nd record of A.DAT and copy it into the 2nd position of B.DAT; if R(3) is 6, get the 6th record of A.DAT and copy it into the 3rd position of B.DAT; etc. New file B.DAT on disk



Key



Other



1



A



VWX



2



B



ABC ZAB



Record #



3



D



4



F



GHI



5



J



XYZ



6



L



LMN



7



Q



BCD



8



R



PQR



9



V



RST



10



X



MNO



Note that if the resulting sorted file B.DAT is renamed A.DAT (after deleting the original unsorted A.DAT) the overall effect is the same as if you had sorted A.DAT in place. This is a useful technique when you must keep the name of the file constant.
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Segmented Detached



Key Sort



Finally, let us consider a way to sort extremely large files. The procedure combines two previously described techniques, the sort-merge and detached key sorts. In step-by-step fashion, the procedure is as follows:



1. Determine the amount of memory space available for an in-memory sort. Call that free memory space FM. In this example, let's have 50 bytes free. This is unrealistically small, but for our purposes it will serve nicely.



2. Determine the length L, in bytes, of the key field on the file to be sorted. For example, a name field could be as long as 30 bytes, but a numeric field comprising real numbers would be only 4 bytes, and an integer numeric field would be just 2 bytes long. In this example, assume L is 10. 3. Divide the free memory space FM by the key length L to get the number of keys NK that can be stored in memory. FM is 50 and L is 10, so NK is 5. Thus only 5 keys can be stored and sorted in memory at a time.



4. Segment the file A.DAT to be sorted into NS number of segments or blocks of NK records each. Most likely the last block will be shorter than NK records, but no matter. Suppose the file A.DAT has 17 names in it. They would be segmented into 3 blocks of 5 and one block of 2. In this example, let us use single letters of the alphabet to represent the 10-character-long keys.



File A.DAT



Key J Block 1



Block 2



Other ...



Key



Other



B



P



X



G D R



K W



A



S



L



0



Block 3



H



Block 4



V N F



5. Perform a detached key sort on each one of the NS segments. Store the record pointers that represent the sorted segments into a file called RP.DAT. This file will be comprised of NS blocks of record numbers.
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File A.DAT



Record #



RP.DAT



Key Other



Record #



1



J



1



2



P



2



3



G



3



4



D



4



5



R



5



6



A



6



7



L



7



8 9 10 11



V



12



X



8 9 10 11 12



N F



B



13



K



13



14



W



14



15 16 17



H



15



S



16 17



Q



Contents



4 (points 3 (points 1 (points 2 (points 5 (points 6 (points 10 (points 7 (points 9 (points 8 (points 11 (points 15 (points 13 (points 14 (points 12 (points



to to to to to to to to to to to to to to to



D) G) J) P) R) A) F) L) N) V) B) H) K) W) X) 17 (points to S) 16 (points to Q)



6. Establish two arrays SI and S2 to be used as stack pointers to each of the sorted segments in RP.DAT. Each array will be NS elements long. Place the first record number of each of the NS sorted segments into the NS elements of SI. Also place the key from A.DAT that the corresponding element of SI points to in each element of S2. Array



SI



S2



Position



Contents



Contents



1 2 3 4



4 6 11 17



(points (points (points (points



to to to to



D A B Q



in in in in



A.DAT) A.DAT) A.DAT) A.DAT)



D A B Q



7. Scan all positions of S2 to find the smallest. In this example it is the A. Go to the corresponding position of SI (the 2nd) and use its contents as a pointer to A.DAT. Transfer this record to the next available position of B.DAT.



8. Pop the stack. Get the next record, in RP.DAT in this (the second) block. Now SI(2) is 10. Get record 10 in A.DAT and place its key in S2(2). Go to step 7. SI, S2, and the file



B.DAT will look like this as their contents are altered during this merging operation.
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S2



16



SI 4.6,11,17 4,10.11,17 4,10,15,17 3,10,15.17 3,7,15,17 1,7,15,17 1,7,13,17 2,7,13,17 2,7,14,17 2,9,14,17 2.8,14.17 5,8,14,17 5,8,14.16 999,8,14,16 999,8,14.999 999,999.14,999 999,999.12,999



17



999,999.999,999 ZZ.ZZ.ZZ.ZZ



Pass 0 1 *>



3 4



5 6 7



8 9



10



11 12



13 14 15



D,A.B,0 D,F,B.Q D.F.H.Q G,F,H.Q G.L.H.Q J,L,H,Q JX.K.Q P,L,K,Q PX.W.Q P.N.W.Q P.V.W.O R.V.W.Q R,V,W,S



ZZ.V,W,S ZZ,V,W,ZZ ZZ.ZZ.W.ZZ ZZ.ZZ.X.ZZ



B.DAT



empty A



A,B A.B.D A.B.D.F A.B,D,F,G



A,B,D,F,G,H A.B,D.F.G.H.J A.B.D.F.G.HJ.K A,B,D.F.G,H,J,K,L A,B,D.F.G.H.J.K,L.N



,N.P N,P,Q N,P,Q,R N,P,Q,R,S P.Q.R.S.V O.R.S.V.W R,S.V.W,X



Notice that as each block or segment of the file A.DAT is used



up, the stack pointers SI and S2 are plugged with signal values 999 and ZZ so that these segments aren't used beyond their limit.



This implementation of a file sort is sufficiently general that it can be applied to any direct access file with any possible key, whether it is numeric or string. Note that at the very beginning, when the program must determine the amount of free memory space, a certain degree of



leeway must be allowed to permit the dimensioning of the stack pointers.



ISAM File



There exists a popular form of direct access file processing that is more



Processing



commonly known by another name: Index Sequential Access Method, or ISAM. Although this technique is on the surface only a variation of direct access processing, it has several features that tend to make it appropriate for large file management, particularly when the file is spread out over many disks. Before we describe this technique in detail, remember that there



are some applications for which sequential files are not only appropriate but desirable. For example, a sequential file is advantageous if its records are already in their order of access.



The real advantage of ISAM appears only on very large files, in



which a particular sub-file is accessed first, then a specific area of that sub-file, and finally just one or a small sequence of records from that specific area. On a TI-99/4A, such a hierarchical system of access might exist if the system has multiple drives. Some vendors of compatible software may supply ISAM file capability, but we have no familiarity with any such implementation. The single characteristic of ISAM that makes it popular is that it allows both sequential and direct access processing. You can start



sequential processing at the beginning of any file or any other record in 102
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the file. To perform a direct access, you can specify a key-field value and the ISAM system fetches the appropriate record. Once you have that record, you can start sequential file processing if you wish. ISAM Storage Areas



Indexed sequential files are composed of three areas of storage: (1) The prime area contains the records that were written onto the file at the time of its creation. (2) The overflow area contains the added records that won't fit into the prime area. (3) The index area contains pointers to particular segments of the file.



We will discuss the structure of ISAM files for a TI-99/4A (or for any other disk-oriented microcomputer, for that matter) at one elementary level of complexity, in which the system uses a single disk drive with unblocked records.



DOS Physical Characteristics



The most straightforward way to build an ISAM file structure is to use a single disk and unblocked records. Consider the layout of the IBM PC minidisk. It is arranged in this descending order of physical size: 1 disk = 40 tracks (or 80 tracks on 320 KB systems) 1 track — eight sectors 1 sector = 512 bytes



DOS files can be thought of in logical rather than physical terms, though, and this is the way the operating system deals with them: 1 disk =



1 to m files



1 file =



1 to n clusters



1 cluster = 1 to 40 physically contiguous tracks 1 track =



ten sectors



1 sector =



1 record



The most important part of the description above is the phrase "physically contiguous tracks". This means that a cluster of 16 tracks



of a file is laid out in track-to-track physical order, say from tracks 10 to 25. The advantage of this kind of organization is that access time to successive physical records is minimized. But this advantage exists only if the user's requests are logically arranged in the same order as the file's physical layout. Such a condition exists when a sequential file is created on disk, because the DOS will write the successive sequential records on successive sectors and tracks. This condition speeds up sequential access considerably, because the disk drive's read-write head



need not return to a "home" position and can easily move to the next track.



ISAM Structuring



Knowing all of these physical details is not only nice but necessary when you are implementing an ISAM-structured file. Let's use these facts now to build an idealized ISAM file.



Consider these important preconditions:



1. The entire file will be limited to a single segment of 16 tracks, starting at Track 10 and ending at Track 25. 2. Your initial data is made up of 100 records, each record consisting of name (key), address, city-state-zip, and phone
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number. Although each record is FIELDed to use an entire 512 byte sector, it occupies only 120 bytes of the sector. We won't worry about this waste in this application, because we don't want to complicate things with blocking factors. 3. The prime area will be tracks 11 to 20, with each of the sectors storing a record. 4. Tracks 21 to 25 will be kept in reserve as the overflow area for future growth of the file. 5. Track 10 will hold the index to the file.



The following table shows what the file might look like before the overflow area is used. We show you only the first three letters of each key for clarity. Sectors 12345678910 Tracks 11 abi abl aca ach acl acr act adm ali als 12 ana ani avo bri 13 bro clan 14 dar



eep



19 tho thr ver



van zam



20 vel



Track 10 (the index track) contains the highest key value on each track.



Track



ISAM Access



10 11-als 12-bri 13-dan 14-eep 15-gim 16-hol 17-kni 18-plu 19-van 20-zam



To locate the track that contains the key "lim", for example, you need



only find the first track that contains a record with a key greater than "lim". A sequential scan of Track 10 locates 18-plu, so Track 18 either has the key "lim" or that key is not on the file. Notice that using the track index as a shortcut to the file doesn't eliminate a sequential search. Rather, it reduces the amount of sequential searching in this



case to only two tracks, the index (Track 10), and the record track (Track 18).



The process for building this structure is somewhat involved. By now you have discovered a universal property of programming: The convenience of a good data structure is bought at the price of programming complexity. Consider the steps involved in building the initial ISAM prime and index areas: 1. Sort the initial file of 100 records. This is necessary because



the prime area must start in sorted order. 2. Fetch the first 10 records and copy them in sorted order onto



Track 11. Copy the last key into Track 10 as the first index entry.
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3. Fetch the remaining records in groups of 10, and copy them onto successive Tracks 12 to 20. Copy the last key of each group in succession onto Track 10 as the rest of the index entries.



If you are lucky enough to have had your file of 100 records in sorted order on a direct access file, all you really have to do is to read them 10 at a time and grab the last one in each group of 10 as the highest key on the track.



Overflow Area



Once you have built the prime and index areas, you need to consider the overflow area, into which all additional records will be placed. You have reserved this area in the physical location of Tracks 21 through 25, so you should be able to allow a growth of 50 records for the file. After that, you're on your own. The overflow area in essence is a linked list. If the key being sought is not in its proper track in the prime area, the index entry to that track points to a record in the overflow area. But remember that you must keep all of the records in sequential order on each track of the prime area. Otherwise you defeat the purpose of an ISAM search.



ISAM Insertion



To illustrate the complexity of insertion, consider the previously described prime area. Suppose you need to add the key "aim" to the file. The only way to preserve key sequence in Track 11 is to have "aim" take the place of "als" on that track. But then what happens to "als"? You surely wouldn't want to move all 90 records on Tracks



12-20 down one position just to fit "als" in its place. What you must do is place "als" into the overflow area, and indicate that fact on the track index. Therefore the index must contain, besides the 10 high keys on each track, some kind of link to the overflow area. Before the



insertion of "aim", the index looks like the example below: Index record (Track 10):



Entry



Contents



Contents



Overflow



Highest Key



Highest Key



Link



on Track



on Overflow



1



als



als



2



bri



bri



null



3



dan



dan



null



null



9



van



van



null



10



zam



zam



null
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After the insertion of the new record with the key of "aim", the index entry 1 changes to this: 1



aim



als



null



After yet another insertion, say of a record with key "abr", the index entry 1 becomes: 1



ali



als



aim



What happened? Where are these records? If the highest on the track is 'ali', the track must contain abi abl abr aca ach acl acr act adm ali Where are "aim" and "als"? The hint is in the contents of the



overflow link. If you access the record with the key "aim", you will reach that record in the overflow area. It will contain a link to the



"als" record, which will indicate completion of the linked list with a null link, like this: Overflow



area:



Key



Link



aim



als



als



null)



What a hassle to insert a record!



1. Find the right track using the index. 2. Shift all higher records down the track to insert the new one. 3. Transfer the overflow record to the overflow area.



4. Adjust all links accordingly. In order to reduce the burden of insertion processing, many ISAM systems plan ahead by leaving some empty space on each track so that the overflow area is not impacted quite as quickly. Also, the periodic complete reformatting of an ISAM file reduces the overhead of insertion and also increases file access speed. The advantages of ISAM are



apparent if your application requires the access or display of the records in key-sorted order, or if you need to access individual records in random order. Programming overhead is rather high, but the speed of response is a distinct improvement over sequential files for single-record access, and direct access files for sorted-order display.



In the next chapter we will introduce another method of file access and search which, like ISAM, takes advantage of record links and direct access files. These are the tree structures.
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Trees You will remember from Chapter 4 that when pointers are incorporated into the data, such as in linked lists, there is a certain amount of



overhead in the form of space used for the links. The convenience of having a pointer to an associated record comes at the cost of space used to store that pointer. When doubly linked circular lists are used, the space used by the links is even greater, but still there are occasions when these links are so useful and necessary that their storage is a small price to pay for the convenience they lend to the data structure. The association of records through links is often based on some form of binary logic. For example, a field in record B is larger, or smaller, than the corresponding field in record A; or perhaps the relationship is one of inclusiveness, such that record B represents a subset of record A, or vice versa. When a series of records can be



arranged hierarchically in the form of a pyramid, so that each record has one or more records under it (unless it is on the bottom layer of the pyramid), the arrangement is called a tree structure. Tree structures use links as integral parts of their data elements, just as linked lists do, except that the links point to subordinate records in the tree. In some cases tree structure links can point to records above them in the hierarchy, but we will not consider these in this chapter. Also, some tree structures, called trinary trees or tries, allow more than two links to point to subordinate records. We will not consider these either; rather we will limit our discussion of trees to the structures called binary trees.
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The overhead cost of maintaining links in a binary tree is of course directly proportional to the number of links that the tree must use in



order to provide the necessary branches. For example, simple binary trees can have two links for each of several fields in each record. We



will endeavor to show you some generalized applications of trees in the form of easily modifiable programs. The first program is an isomorph of two other programs: ANIMAL, found in the Systems Applications volume of this series, and GEOGRAPH, found in the series book, Techniques of BASIC. Both of those programs were based on the generalized tree structure shown in Figure 7.1.



The tree structure is based on a series of binary (YES or NO) relationships of the included characteristic. A YES answer to



characteristic-1 produces guess-1. If that isn't the sought after element, characteristic-2 is displayed, and the program proceeds through the left subtree. A NO answer to characteristic-1 produces a display of characteristic-3 and subsequent branching through the right subtree. Figure 7.2 shows what the structure might look like for the ANIMAL game.



Characteristic-1



N Characteristic-3



Characteristic-4



Characteristic-6



Figure 7.1 Generalized Tree Structure for Binary Relationships
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Characteristic-5



Does it fly?



Is it a mammal?



Wallaby?



Is it a monotreme?



Platypus?



Figure 7.2 Tree Structure for ANIMAL Game



A possible dialogue generated by an interaction with the ANIMAL game could be: Computer: Are you thinking of an animal? User:



Yes



Computer: Does it fly? User:



Yes



Computer: Is it a robin? User:



No



Computer: Is it an insect? User:



No



Computer: Is it a bird? User:



Yes



Notice that as the dialogue continues, the computer continually narrows down the area of the search, based on the user's YES or NO answers. If the answer is YES to a characteristic, the computer guesses the animal associated with that characteristic. If that isn't the animal



the user has in mind, the computer travels through (traverses) the YES sub-branch. If the answer to a displayed characteristic is NO, the computer traverses the NO sub-branch, without bothering to guess that characteristic's associated animal.
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This form of a binary tree is easy to follow, relatively easy to program, and generalizable to a wide variety of applications. For instance, a GEOGRAPH program could be used to entertain waiting customers in a travel agency office. The customer thinks of a geographical location and tries to stump the machine. Or what if a veterinarian had such a program in the waiting room? The client could test his or her knowledge of pets, perhaps serving as a mild distraction while the family beast is in for alterations. This program's main attraction is its flexibility. With the change of a few lines, it looks like an entirely different program serving a completely different group of users. Consider a few of the other applications possible with this program: A bookstore could have an Authors or Titles program; an unemployment office or job placement office could modify the program to list occupations; a new or used car sales lot could record the makes of cars; or a doctor's waiting room could list diseases. Many other possibilities exist, all based on three general objectives: 1. Involve the user with the computer. 2. Teach the user about the field in question. 3. Increase and improve the data file with user responses.



Is it a novel?



N



The World according to Garp?



Is it a reference book?



Shakespeare's Bawdy?



American author?



V



V



Shogun?



I



Is it a gothic .



novel?



Is it a medical book? . Cataracts



Figure 7.3 Tree Structure for an ANIMAL-type program based on books
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Creative



Accounting?



The program VEGGIES that follows is yet another version of the ANIMAL game, but it is concerned with the vegetable kingdom. The following dialogue is a typical interaction with VEGGIES. Computer: Are you thinking of a vegetable? User:



Yes



Computer: Is it a tree? User



No



Computer: What vegetable were you thinking of? User:



No



Computer: What vegetable were you thinking of? User: Ragweed Computer: What characteristic distinguishes a ragweed from a Norway maple? User:



Is it a weed?



Computer: Are you thinking of a vegetable? User: Yes



Computer: Is it a tree? User: No



Computer: Is it a weed? User:



Yes



Computer: Is it a ragweed? User:



No



Computer: What vegetable were you thinking of? User:



Purslane



Computer: What characteristic distinguishes a puslane from a ragweed? User:



Is it edible?



The data file called VEGGIES.DAT in the program VEGGIES could look like the table below after several additions by the user. Rec. #



LI



L2



1



4



2



Al$ Q$ Norway maple Is it a tree Is it a weed Ragweed



2



3



5



3



6



999



Purslane



Is it edible



4



4



999



Scotch pine



5



5



999



Pole bean



Is it an evergreen Is it a garden vegetable



6



6



999



Poke weed



Does it have berries



The variable names are those that are used in the program. When LI, the YES link, is the same as the record number, the tree has no further information on this characteristic beyond this record. If the LI link is not its own record number, it means that there exists one or more further records under the YES branch. The L2, or NO link, also has two forms. If the NO link is a 999, there are no records under the



NO link of this characteristic. If the NO link is not a 999 it points to the record which contains a continuation of the tree in the NO direction.
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We include the listing and some typical dialogue to show you how this game progresses. Of course since most of the fun of this program is building the file, we leave that up to you. Remember, though, to select as general a characteristic as possible, and as specific a vegetable as possible. 100 REM -filename: 110 REM purpose: 120 REM author:



"veggies" Quis game "VEGETABLES" jpg ?< jdr 10/82 (car)



130 REM



140 !Q*=characteristic, Al*=vegetable title,A$=temporary string 150 !Ll=leftlink, L2=right link, N=number of vegetables 160 DIM Q*W*(I)THEN 220



200 IF LL(IX>0 THEN I=LL(I):: 210 LL(I)=E



::



GOTO



190



!Go left



GOTO 250



220 IF RL(IX>0 THEN I=RL(I):: GOTO 190 !Go right 230 RL(I)=E



240 !



Now take care of frequency tree



250



IF



X0



400 T=T~1 IF



::



2000



370 T=T+1



410



E=l



110



280



330



X*=F$«*4=0



done"



::



GOTO



370



process record ::



GOTO 9999



!Pop the stack



THEN PRINT



450 PRINT SEG*(X*,6.5);SEG$(X$,1,5), 460 T=T-1 :: P=L2 :: GOTO 370 ITraverse right branch 1000 ! Subroutine to print out records 1010



PRINT



1070



FOR



"Records



1=1



TO



as



stored



on



D.A.



file"



K



1030



INPUT #2,REC



1040



NEXT



1050



RETURN



2000



!



I:XX*



::



X*=XX*



::



PRINT



I;X*



I



Subroutine



to



return



2010 INPUT #2,REC P:XX* ::



links



X*=XX*



2020 L1*=SEG*(X*,16,5)::



L1=VAL(L1«)



2030 L2*=SEG*(X*,21,5)::



L2=VAL(L2*)



2040



RETURN



9999



CLOSE



#1



::



CLOSE



#2



::



END
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Outputted D.A.



record= 2



185as



How many words do you wish to transfer



10



Inputted sequ.record=the 15568 Outputted D.A. record= 0 1556the Inputted sequ.record=as 1853 Outputted D.A. record= 2 185as Inputted sequ.record=and 7638 Outputted D.A. record= 3 763and



Inputted sequ.record=have 1344 Outputted D.A. record= 4 134have Inputted sequ.record=i 2292 Outputted D.A. record= 5 229i Inputted sequ.record=in 4312 Outputted D.A. record= 6 431 in Inputted sequ.record=that 3017 Outputted D.A. record= 7 301that Inputted sequ.record=is 2509 Outputted D.A. record= 8 250is Inputted sequ.record=for 1869 Outputted D.A. record= 9 186for Inputted sequ.record=it 2255 Outputted D.A. record= 10 225it Records



TO



as



CONTINUE



stored



on



D.A.



file



1 2



1556the



2



185a5



3



4



y.



763and



0



0



4



134have



9



5



5



229i



0



6



6



431 in



0



7



7



301that



8



0



8



250is



0



10



9



186for



0



10



0



o 0



225it



o



Sorted



order



and



763



as



185



for



186



have



is



250



it



225



that



301



the



all



traversall 134



229



431



1556



done



Tree and Circularly Linked List



The last program in this chapter, BOSTON, is an example of a program that uses both the linked list and the BSST data management techniques. It includes the building of a BSST and doubly linked lists within the tree. It also provides other links for access to additional information.



This application uses stations on Boston's subway system, also known as the "T", as data elements. There are four lines, Red, Green, Blue, and Orange. All stations are in the tree only once. Each line is represented as a linked list in which the head points to the first element in the list. Figure 7.4 is a sketch of the subway's system of stops and crossings.



Each station is included in the BSST only once. When duplicates are encountered, the program generates a crossing link, which identifies the additional line on which this station appears. Some stations allow for the departure to another line by yet a third line. This condition creates a "get to" link which at present is only flagged when appropriate. The program's DATA contains the stations in the order that they appear on the line. The tree is built in standard fashion using a binary search comparison to determine whether the data already exists. This technique also allows for the speedy access to any station. Additions to
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ORANGE



BLUE



o Oak Grove



Wonderland



o Maiden Center



Revere Beach



6 Wellington



Beachmont



o Sullivan Square RED



Suffolk Downs



Orient Heights



Harvard



Wood Island



Central



Kendall/Mit Charles/ Mgh



RAPID



TRANSIT LINES



»Dover



>Northampton >Dudley 1Egleston Reservoir



GREEN



North Quincy Wollaston



(Green



>Forest Hills



ORANGE



Quincy Center RED



Figure 7.4 The Boston "T'



the line are of course possible, and you can list stations in alphabetical order with the usual traversal procedure.



The program builds the BSST using the T's stations as keys for the left and right pointers. This structure also has four associated linked lists, one for each line. These lists and corresponding pointers are also built as a new station is inserted into the tree.



As we have pointed out a number of times, the programs we include in this book are intended to be skeletal in nature. This one is no



exception, and it could be improved with additional features. A major improvement to this application would be a "travel path query processor". You could access the source and destination stations through a binary search to determine the line to which each belongs. If the source and destination stations are on the same line, you could generate a movement through either the right or left pointers of the appropriate list. You would get the correct direction by comparing the right pointers of the source and destination. If source and destination are on different lines, the "travel path" algorithm must incorporate additional information. As in the above system, first locate the source and destination on the appropriate line. Then perform a table lookup, noting those stations on the source line which either appear on the destination line (examine the cross link also) or note the "get to" links which connect to the destination line. When you find a crossing point or chain link, get the correct direction from the right pointers of the source station and the cross or chain station. Then you know which way to travel on the source line.
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Then compare the right pointer of the crossed or chained-to station and the destination right pointer. This well tell you the direction on the destination line.



The structure implemented above could be described as a primitive inverted file. The subject of inverted files is discussed in greater detail in Chapter 8. The structure can provide "chain" or "get to" information noting how to get from one line to another if there are no common stops. You must note the entrance point onto the destination line for speedy path generation. You can use additional links to provide more information, such as sub-lines, and time schedules. Although at first glance this application may appear to exhibit only problem solving techniques, there may be a good, practical use for this program. Many travelers in a variety of transit stations could use the ability to determine travel paths. Transit stations are notorious in not providing easily accessible travel information. We are indebted to Celia Robertson for her analysis, programming, and documentation of this problem. It shows the use of the tree structure very well, and in addition incorporates a practical use of a doubly linked list. In the next chapter, we will include another major application, again incorporating a variety of data management techniques. 10 REM



filename:



20 REM 30 REM 40



"boston"



purpose: BSST and linked lists to deal author:



jpg S< jdr 8/82



with subway



icar)



REM



50 !***This program build a BSST and linked lists******



60 !***The program allows information gathering********* 70



!*****************about the Boston



80



!*********************PART I*************************



"T"***************



90 DIM N$,LN«(J)THEN



550
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350
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SL ":N*(P);" LINE—>";C*(A); AND ";C$BLUE



LINE— >ORANGE



STATION—>NORTH STATION LINE—>ORANGE STATION—>PARK



STREET



STATION— >STATE



STATION— >WASHINGTON



PRESS THE







MENU



OF



ENTER



THE



TO



QUERY



LINE— >ORANGE



CONTINUE OPTIONS



APPROPRIATE



FIND



LINE—>GREEN



LINE— >ORANGE



A



AT



THE



STATION



INPUT



PROMPT.



PRESS



3



TCI



PRESS



#



TO SEE



ALL



STATIONS ON



A



PRESS



$



TO SEE



ALL



STATIONS



IN



ALPHABETICAL



PRESS



7.



TO



SEE



ALL



STATIONS



WHICH



PRESS



?< TO



SEE



CROSSINGS



PRESS



.



EXIT



TO



WHERE



FOLLOWS



SYMBOL



ON



A



IS LOCATED



LINE ARE



ORDER



CROSSINGS



LINE



5)



Enter then station you wish to locate. Please enter valid station on attached map. KENMORE



KENMORE



PRESS



THE



IS ON



THE







MENU



OF



TO



QUERY



ENTER



THE



PRESS



3



TO FIND



PRESS



#



TO



GREEN



CONTINUE



OPTIONS



APPROPRIATE



SEE



WHERE ALL



LINE



FOLLOWS



SYMBOL



A



AT



THE



STATION



STATIONS



ON



IS A



INPUT



PROMPT.



LOCATED



LINE



PRESS *



TO SEE ALL STATIONS



IN ALPHABETICAL



PRESS



7.



TO



SEE



ALL



WHICH



PRESS



?< TO



SEE



CROSSINGS



PRESS



.



EXIT



TO



STATIONS ON



A



ARE



ORDER



CROSSINGS



LINE



#
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Enter which line for which you wish stations Enter R for red, G for green, B for blue, 0 for orange. R



HARVARD



CENTRAL



KENDALL/MIT CHARLES/MGH



PARK



STREET



WASHINGTON



SOUTH STATION BROADWAY ANDREW



NORTH



QUINCY



WOLLASTON QLIINCY



CENTER



END



LINE



OF



PRESS GREEN LINE STATION—>HAYMARKET ALSO ON— >GREEN LINE STATION—>STATE ALSO ON—>BLUE LINE STATION—WASHINGTON ALSO ON—>RED LINE END



OF



PRESS THE



LINE







MENU



TO CONTINUE



OF QUERY



OPTIONS



FOLLOWS



ENTER THE APPROPRIATE SYMBOL AT THE



PRESS 3



TO FIND



WHERE



A



STATION



INPUT PROMPT.



IS LOCATED



PRESS # TO SEE ALL STATIONS ON A LINE PRESS * TO SEE ALL STATIONS IN ALPHABETICAL ORDER PRESS 7. TO SEE ALL STATIONS WHICH ARE CROSSINGS PRESS



S




1920's



3



==>



1.930's



4



==>



1940's



5



==>



1950's



6



==>



1960's



7



==>



1970's



8



Decade



Random Access



the decade



1



==>



of



of



release



as



follows:



19B0's



release:



8



The program to access the file for more than one record based on the user's queries is also quite complex. First it must analyze the user's query, then retrieve only those records that match it. The technique for query analysis in this program is kept somewhat simple so that it doesn't detract from the essential features of inverted file processing. The user enters the responses upon request from the program.



The following program, ACCESS, implements the query management and the database access.
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REM



filename:



20 REM



10



purpose:



30 REM



author:



40



"access"



Insert movie records into BSST inverted file hmz,



spg,



jpg Z>. jdr 10/83



REM



50 OPEN #1: "DSK1.M0VDAT",RELATIVE,INTERNAL,UPDATE,FIXED 254 60 DIM M*(16),N*(4),T2*(15),T2(15),Y2*(8),Y2(8),T5(20),Y5(8) 70 FOR



1=1



TO



15



::



READ



M*(I)::



NEXT



I



80 DATA adventure,biblical epic,biography,childern 90 DATA documentary,horror,musical,science fiction 100 DATA comedy,crime-dective,disaster,drama 110 DATA travel,war,western 120 FOR



1=0 TO



3



::



READ



N*(I)::



NEXT



I



130 DATA unknown,fair to poor,good,excel lent 140 GOSUB



1020



150 ! set up the arrays of secondary links 160 ! using the data on the first record 170



FOR



J=0



TO



3



180



FOR



J=l



TO



15



190



FOR



J=l



TO



8



200 CALL



CLEAR



C2(J)=VAL(C2*(J))::



:



NEXT



T2(J)=VAL(T2*(J)):: Y2(J)=VAL(Y2*(J))::



;



::



PRINT



::



J



NEXT NEXT



J J



PRINT



210 PRINT TAB(5);"M ovi e A c c e s s i ng" 220 PRINT TAB(9);"P r o g r a m" 230



PRINT



::



PRINT



240 PRINT " This program access the " 250 PRINT "movie data file on disk and gives descriptions of 260 PRINT "that you want to see. " 270 PRINT



"



You



tell



me



movies"



which"



280 PRINT "categories you want,



and I "



290 PRINT "will find and display the" 300 PRINT "movies (if there are any)"



310 PRINT "which satisfy your restric- tions." :: PRINT :: PRINT :: INPUT "":A* 320



Y=0



::



C=0



::



T=0



330 CALL CLEAR



340 INPUT "Do you want a specific



decade (=No)":A*



350 IF SE6*(A*,1,1)="Y" OR SEG*(A*,1,1>="y" THEN 370 360 FOR TC=1 370 CALL



TO 8



::



Y5(TC)=1



::



NEXT TC



::



GOTO 540



CLEAR



380 PRINT "-search for one specific decade"



390 PRINT "-search for a range of decades" 400 PRINT " (e.g. 1920's - 1960's)" 410 PRINT :: INPUT "Which activity:": A 420



IF



A2 THEN



440



PRINT



330



450 INPUT "Enter one digit decade(e.g. 460



IF



Y5*"8"



470 Y5(VAL(Y5*))=1



::



GOTO



3=1930's):":Y5*



THEN 330 540



480 PRINT :: PRINT "Enter one digit decades (e.g. 490 INPUT "Lower boundry(1 digit decade):":Y8*



3=1930's)"



500 INPUT "Upper boundry(1 digit decade):":Y9* 510



IF Y8*Y9*



530 FOR 540



Y8*>"8"



TC=VAL(Y8*)T0



CALL



OR Y9*"8"



THEN 330



330



VAL(Y9*)::



Y5(TC)=1



::



NEXT



TC



CLEAR



550 INPUT "Do you want specific types (=No):":A* 560 IF SEG*(A*.1,1>="Y" OR SEG*(A*,1,1)="y" THEN 580 570 FOR TC=1 580 CALL



TO



15



::



T5(TC)=1



::



NEXT TC



590 PRINT "Enter the desired types as 600



FOR



TC=1



610 PRINT 620



NEXT



::



GOTO 680



CLEAR TO



follows:"



15



TC;M*(TC) TC
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630



PRINT



"Enter



999



if



no



more



restrictions."



640 PRINT "Enter a type you want"; 650



INPUT



660



IF



TC



TC=999



670 T5(TC)=1 680 CALL



THEN



::



CLEAR



680



TB=TB+5 ::



::



GOTO 650



TB=0



690 ! now for ratings 700 INPUT "Do you want specific ratings ;"0 c c u r r e n c e 300 PRINT TAB(5);" 310 PRINT



::



J



NEXT J NEXT



J



Data"



PRINT



320 PRINT TAB(13):"Subscript #" 330 FOR



J=0



TO



15



::



PRINT



USING



340 PRINT :: PRINT RPT*("=",28): 350 FOR J=0 TO 3 :: PRINT C2(J); 360 PRINT :: PRINT "T2(j) "; 370



FOR



380



PRINT



J=l



390



FOR J=l



TO



::



PRINT T2(J);



15



PRINT



TO 8



400 PRINT



:



Y2(j) :



J;::



NEXT J



PRINT "C2(j)M; NEXT



J



NEXT



J



";



PRINT Y2(J);:



PRINT



"###"



INPUT



NEXT



J



"":A*



::



RETURN



410 GOSUB 740 :: PRINT :: PRINT "There are";RC-1;" movie records. 420 PRINT "They are numbered 2 through";RC;"." 430 INPUT "Which do you want to see?":A 440



IF



450



GOSUB



ARC ::



THEN



RETURN



RETURN



460 GOSUB 740 :: PRINT "There are";RC-1;" movie records." 470 PRINT "They are numbered 2 through";RC;"." 480 PRINT "This routine allows you to" 490 PRINT "see records X through Y." 500 INPUT "What are X and Y(in the form X,Y)?":X,Y 510 IF XRC OR X>RC 520 FOR A=X TO Y :: GOSUB 560 :: NEXT A 530



RETURN



540 GOSUB 550



148



THEN 500



740



::



FOR



A=2



TO RC



RETURN
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::



GOSUB 560



::



NEXT



A



560



GOSUB



570



! get a data record



740



580



IN=A



590



PRINT "Record #";A



600



610



PRINT "Left link-";VAL(LL*); PRINT TAB(14);"Right 1 ink-";VAL(RL*)



620



PRINT



"Next



630



PRINT PRINT PRINT PRINT



"Rating-";VAL(CR*);" Decade-";VAL(YR*) "Type-";VAL(TY*):: PRINT "Movie title: " ;NA* "Actors: ";AC*



640 650



660 670 680



::



GOSUB



790



record



::



CALL



of



CLEAR-



same:"



PRINT "Decade of release: 19";SEG*(Yl*,1,1);"0's" PRINT "Consumer union rating:";



690



PRINT



700



R*(VAL(CI*))



710



PRINT "Type of movie:";M*(VAL(Tl*)) PRINT "Personal comment; ";PC*



720



PRINT



::



INPUT



730



CLOSE



#1



::



740



'To read the pointer record INPUT #1,REC 1:RC,:: FOR 1=0 TO 3 ::



750



FOR 770 FOR 760



780



1=1 1=1



RUN



"":A*



::



RETURN



"DSK1.MOVIE"



INPUT #1:C2*(I)



NEXT



I



TO 15 :: INPUT #1:T2*(I),:: NEXT I TO 8 :: INPUT #1:Y2*(I),:: NEXT I ::



RETURN



790



'To read



800



INPUT #1,REC



810



RETURN



820



END



Final Thoughts



a



data



record



IN LL*,RL*,NA*,AC*,YR*,CR*,TY*,Y1*,C1*,T1*,PC^



It is instructive at this time to note that many other data management techniques exist. In every chapter we have endeavored to indicate to you some of the other methods. We feel, though, that a thorough understanding of the techniques we have shown here are more than enough to give you the essential skills for practically all industrial applications programming. If there is one significant difference between the programs in this book and those in industry, it is that the latter are more customized to a particular application and client. Ours have tended toward the skeletal because we feel that given these bones you can flesh out any one or a combination of them to satisfy the requirements of the most demanding applications. We wish you success in your efforts at managing information with a computer. The techniques are not simple, and because they tend toward the complex they are all the more interesting. The future holds more discoveries in data management, and like you, we look forward to using them.
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