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Abstract In this chapter we review a variety of 3D sparse representations developed in recent years and adapted to different kinds of 3D signals. In particular, we describe 3D wavelets, ridgelets, beamlets and curvelets. We also present very recent 3D sparse representations on the 3D ball adapted to 3D signal naturally observed in spherical coordinates. Illustrative examples are provided for the different transforms. Key words: Sparse Representation, 3D transforms, Ridelet, Curvelet, 3D spherical data, Morphological diversity
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1



Introduction



Sparse representations such as wavelets or curvelets have been very successful for 2D image processing. Impressive results were obtained for many applications such as compression (see [1] for an example of Surflet compression; the new image standard JPEG2000 is based on wavelets rather than DCT like JPEG), denoising [2, 3, 4], contrast enhancement [5], inpainting [6, 7] or deconvolution [8, 9]. Curvelets [3, 10], Bandelets [11] and Contourlets [12] were designed to well represent edges in an image while wavelets are especially efficient for isotropic feature analysis. With the increasing computing power and memory storage capabilities of computers, it has become feasible to analyze 3D data as a volume and not only slice-by-slice, which would mistakingly miss the 3D geometrical nature of the data. Among the most simple transforms extended to 3D are the separable Wavelet transform (decimated, undecimated, or any other kind) and the Discrete Cosine transform, as these are separable transforms and thus the extension is straightforward. The DCT is mainly used in video compression, but has also been used in denoising [13]. As for the 3D wavelets, they have already been used in denoising applications in many domains [14, 15, 16]. However these separable transforms lack the directional nature which has made the success of 2D transforms like curvelets. Consequently, a lot of effort has been made in the last years to build sparse 3D data representations, which better represent geometrical features contained in the data. The 3D beamlet transform [17] and the 3D ridgelet transform [18] were respectively designed for 1D and 2D features detection. Video denoising using the ridgelet transform was proposed in [19]. These transforms were combined with 3D wavelets to build BeamCurvelets and RidCurvelets [20] which are extensions of the first generation curvelets [3]. Whereas most 3D transforms are adapted to plate-like features, the BeamCurvelet transform is adapted to filaments of different scales and different orientations. Another extension of the curvelets to 3D is the 3D fast curvelet transform [21] which consists in paving the Fourier domain with angular wedges in dyadic concentric squares using the parabolic scaling law to fix the number of angles depending on the scale, and has atoms designed for representing surfaces in 3D. The Surflet transform [22] – a d-dimensional extension of the 2D wedgelets [23, 24] – has been studied for compression purposes [1]. Surflets are an adaptive transform estimating each cube of a quad-tree decomposition of the data by two regions of constant value separated by a polynomial surface. Another possible representation uses the Surfacelets developed by Do and Lu [25]. It relies on the combination of a Laplacian pyramid and a d-dimensional directional filter bank. Surfacelets produce a tiling of the Fourier space in angular wedges in a way close to the curvelet transform, and can be interpreted as a 3D adaptation of the 2D 3



contourlet transform. This transformation has also been applied to video denoising [26]. More recently, Shearlets [27] have also been extended to 3D [28] and subsequently applied to video denoising and enhancement.



All these 3D transforms are developed on Cartesian grids and are therefore appropriate to process 3D cubes. However, in fields like geophysics and astrophysics, data is often naturally accessible on the sphere. This fact has led to the development of sparse representations on the sphere. Many wavelet transforms on the sphere have been proposed in the past years. [29] proposed an invertible isotropic undecimated wavelet transform (UWT) on the sphere, based on spherical harmonics. A similar wavelet construction [30, 31, 32] used the so-called needlet filters. [33] also proposed an algorithm which permits to reconstruct an image from its steerable wavelet transform. Since reconstruction algorithms are available, these tools have been used for many applications such as denoising, deconvolution, component separation [34, 35, 36] or inpainting [37, 38]. However they are limited to 2D spherical data.



Some signals on the sphere have an additional time or energy dependency independent of the angular dimension. They are not truly 3D but rather 2D1D as the additional dimension is not linked to the spatial dimension. An extension of the wavelets on the sphere to this 2D-1D class of signals has been proposed in [39] with an application to Poisson denoising of multichannel data on the Sphere. More recently, fully 3D invertible wavelet transforms have been formulated in spherical coordinates [40, 41]. These transforms are suited to signals on the 3D ball (i.e. on the solid sphere) which arise for instance in astrophysics in the study of large scale distribution of galaxies when both angular and radial positions are available.



The aim of this chapter is to review different kinds of 3D sparse representations among those mentioned above, providing descriptions of the different transforms and examples of practical applications. In Section 2, we present several constructions of separable 3D and 2D-1D wavelets. Section 3 describes the 3D Ridgelet and Beamlet transforms which are respectively adapted to surfaces and lines spanning the entire data cube. These transforms are used as building blocks of the first generation 3D curvelets presented in Section 4 which can sparsely represent either plates or lines of different sizes, scales and orientations. In Section 5, the 3D Fast Curvelet is presented along with a modified Low-Redundancy implementation to address the issue of the prohibitively redundant original implementation. Section 6 introduces wavelets on the sphere and their extension to the 2D-1D case while providing some of the background necessary to build the wavelet on the 3D ball described in 7. 4
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3D Wavelets



In this section we present two 3D discrete wavelet constructions based on filter banks to enable fast transform (in O(N 3 ) where N 3 is the size of the data cube). These transforms, namely the 3D biorthogonal wavelet and the 3D Isotropic Undecimated Wavelet Transform, are built by separable tensor products of 1D wavelets and are thus simple extensions of the 2D transforms. They are complementary in the sense that the biorthogonal wavelet has no redundancy which is especially appreciable in 3D at the cost of low performance in data restoration purposes while the Isotropic Undecimated Wavelet Transform is redundant but performs very well in restoration applications. We also present a 2D-1D wavelet transform in Cartesian coordinates. In the final part of this section, this 2D-1D transform is demonstrated in an application to time-varying source detection in the presence of Poisson noise.



2.1



2.1.1



3D biorthogonal wavelets



Discrete Wavelet Transform



The Discrete Wavelet Transform is based on Multiresolution analysis [42] which results from a sequence of embedded closed subspaces generated by interpolations at different scales. We consider dyadic scales a = 2j for increasing integer values of j. From the function, f (x) ∈ L2 (R), a ladder of approximation subspaces is constructed with the embeddings . . . ⊂ V3 ⊂ V2 ⊂ V1 ⊂ V0 . . .



(1)



such that, if f (x) ∈ Vj then f (2x) ∈ Vj+1 . The function f (x) is projected at each level j onto the subspace Vj . This projection is defined by the approximation coefficient cj [l], the inner product of f (x) with the dilated-scaled and translated version of the scaling function φ(x): 















cj [l] = f, φj,l = f, 2−j φ(2−j . − l) .



(2)



φ(t) is a scaling function which satisfies the property  



X x 1 φ = h[k]φ(t − k) , 2 2 k



5



(3)



or equivalently in the Fourier domain ˆ ˆ φ(ν) ˆ φ(2ν) = h(ν)



ˆ where h(ν) =



X



h[k]e−2πikν .



(4)



k



Expression (3) allows the direct computation of the coefficients cj+1 from cj . Starting from c0 , all the coefficients (cj [l])j>0,l can be computed without directly evaluating any other inner product: cj+1 [l] =



X k



h[k − 2l]cj [k] .



(5)



At each level j, the number of inner products is divided by 2. Step-by-step the signal is smoothed and information is lost. The remaining information (details) can be recovered from the subspace Wj+1 , the orthogonal complement of Vj+1 in Vj . This subspace can be generated from a suitable wavelet function ψ(t) by translation and dilation:  



X t 1 ψ g[k]φ(t − k) , = 2 2 k



(6)



or by taking the Fourier transform of both sides ˆ ˆ ψ(2ν) = gˆ(ν)φ(ν)



where



gˆ(ν) =



X



g[k]e−2πikν .



(7)



k



The wavelet coefficients at level j + 1 are computed from the approximation at level j as the inner products 











−(j+1)



wj+1 [l] = f, ψj+1,l = f, 2 =



X k



g[k − 2l]cj [k] .



ψ(2



−(j+1)







. − l)



(8)



From (5) and (8), only half the coefficients at a given level are necessary to compute the wavelet and approximation coefficients at the next level. Therefore, at each level, the coefficients can be decimated without loss of information. If the notation [·]↓2 stands for the decimation by a factor 2 (i.e. only even ¯ = h[−l], the relation between approximation and samples are kept), and h[l] detail coefficients between two successive scales can be written: ¯ ? cj ]↓2 cj+1 = [h wj+1 = [¯ g ? cj ]↓2 .



(9)



This analysis constitutes the first part of a filter bank [43]. In order to recover the original data, we can use the properties of orthogonal wavelets, but the theory has been generalized to biorthogonal wavelet bases by introducing the 6



˜ and g˜ [44], defined to be dual to h and g such that (h, g, h, ˜ g˜) is filters h ˜ and g˜ must verify the a perfect reconstruction filter bank i.e. the filters h biorthogonal conditions of dealiasing and exact reconstruction [45]: • Dealiasing:



















1 ˆ ˜ˆ ˆ ∗ ν + 1 h(ν) + gˆ∗ ν + h g˜(ν) = 0 . 2 2



(10)



• Exact reconstruction: ˆ˜ ˆ ∗ (ν)h(ν) h + gˆ∗ (ν)gˆ˜(ν) = 1 .



(11)



Note that in terms of filter banks, the biorthogonal wavelet transform becomes ˜ and g = g˜, in which case h is a conjugate mirror filter. orthogonal when h = h The reconstruction of the signal is then performed by cj [l] = 2



X







˜ + 2l]cj+1 [k] + g˜[k + 2l]wj+1 [k] h[k



k



˜ ? [cj+1 ]↑2 + g˜ ? [wj+1 ]↑2 )[l] , = 2(h



(12)



where [cj+1 ]↑2 is the zero-interpolation of cj+1 defined by zero insertions



[cj+1 ]↑2 [l] =



 c



j+1 [m]



0



if l = 2m , otherwise.



(13)



Equations (9) and (12) are used to define the fast pyramidal algorithm associated with the biorthogonal wavelet transform, illustrated by Fig. 1. In the decomposition (9), cj+1 and wj+1 are computed by successively convolv¯ (low pass) and g¯ (high pass). Each resulting channel ing cj with the filters h is then downsampled (decimated) by suppression of one sample out of two. The high frequency channel wj+1 is left, and the process is iterated with the low frequency part cj+1 . This is displayed in the upper part of Fig. 1. In the reconstruction or synthesis side, the coefficients are up-sampled by inserting ˜ and g˜, a 0 between each sample, and then convolved with the dual filters h the resulting coefficients are summed and the result is multiplied by 2. The procedure is iterated up to the smallest scale as depicted in the lower part of Fig. 1. This fast pyramidal algorithm for the biorthogonal discrete wavelet transform is computationally very efficient, requiring O(N ) operations for data with N samples as compared to O(N log N ) of the FFT. 7
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Fig. 1. Fast pyramidal algorithm associated with the biorthogonal wavelet trans¯ and g¯ followed form. Top: Fast analysis transform with a cascade of filtering with h by factor 2 subsampling. Bottom: Fast inverse transform by progressively inserting ˜ and g˜. zeros and filtering with dual filters h



2.1.2



Three-Dimensional Decimated Wavelet Transform



The above DWT algorithm can be extended to any dimension by separable (tensor) products of a scaling function φ and a wavelet ψ. In the three-dimensional algorithm, the scaling function is defined by φ(x, y, z) = φ(x)φ(y)φ(z), and the passage from one resolution to the next is achieved by: cj+1 [k, l, m] =



X



p,q,r



h[p − 2k]h[q − 2l]h[r − 2m]cj [p, q, r]



¯h ¯h ¯ ? cj ]↓2,2,2 [k, l, m] , = [h



(14)



where [.]↓2,2,2 stands for the decimation by factor 2 along all x-, y- and z- axes (i.e. only even pixels are kept) and h1 h2 h3 ? cj is the 3D discrete convolution of cj by the separable filter h1 h2 h3 (i.e. convolution first along the x-axis by h1 , then convolution along the y-axis by h2 and finally convolution allong the z-axis by h3 ). 8



The detail coefficients are obtained from seven wavelets: • • • • • • •



x wavelet: ψ 1 (x, y, z) = ψ(x)φ(y)φ(z), x-y wavelet: ψ 2 (x, y, z) = ψ(x)ψ(y)φ(z), y wavelet: ψ 3 (x, y, z) = φ(x)ψ(y)φ(z), y-z wavelet: ψ 4 (x, y, z) = φ(x)ψ(y)ψ(z), x-y-z wavelet: ψ 5 (x, y, z) = ψ(x)ψ(y)ψ(z), x-z wavelet: ψ 6 (x, y, z) = ψ(x)φ(y)ψ(z), z wavelet: ψ 7 (x, y, z) = φ(x)φ(y)ψ(z),



which leads to seven wavelet subcubes (subbands) at each resolution level (see Fig. 2): 1 wj+1 [k, l, m] = 2 wj+1 [k, l, m] 3 [k, l, m] wj+1 4 wj+1 [k, l, m]



= = =



5 wj+1 [k, l, m] = 6 wj+1 [k, l, m] = 7 wj+1 [k, l, m] =



X



p,q,r



¯h ¯ ? cj ]↓2,2,2 [k, l, m] g[p − 2k]h[q − 2l]h[r − 2m]cj [p, q, r] = [¯ gh



p,q,r



¯ ? cj ]↓2,2,2 [k, l, m] g[p − 2k]g[q − 2l]h[r − 2m]cj [p, q, r] = [¯ g g¯h



p,q,r



¯ gh ¯ ? cj ]↓2,2,2 [k, l, m] h[p − 2k]g[q − 2l]h[r − 2m]cj [p, q, r] = [h¯



p,q,r



¯ g g¯ ? cj ]↓2,2,2 [k, l, m] h[p − 2k]g[q − 2l]g[r − 2m]cj [p, q, r] = [h¯



p,q,r



g[p − 2k]g[q − 2l]g[r − 2m]cj [p, q, r] = [¯ g g¯g¯ ? cj ]↓2,2,2 [k, l, m]



p,q,r



¯ g ? cj ]↓2,2,2 [k, l, m] g[p − 2k]h[q − 2l]g[r − 2m]cj [p, q, r] = [¯ g h¯



p,q,r



¯ h¯ ¯ g ? cj ]↓2,2,2 [k, l, m] . h[p − 2k]h[q − 2l]g[r − 2m]cj [p, q, r] = [h



X



X X



X X



X



For a discrete N × N × N data cube X, the transform is summarized in Algorithm 1. In a similar way to the 1D case in (12) and with the proper generalization to 3D, the reconstruction is obtained by ˜h ˜h ˜ ? [cj+1 ]↑2,2,2 + g˜h ˜h ˜ ? [w1 ]↑2,2,2 + g˜g˜h ˜ ? [w2 ]↑2,2,2 cj = 8(h j+1 j+1 3 4 ˜ ˜ ˜ + h˜ g h ? [w ]↑2,2,2 + h˜ g g˜ ? [w ]↑2,2,2 + g˜g˜g˜ ? [w5 ]↑2,2,2 ˜g ? + g˜h˜ 2.2



j+1 6 [wj+1 ]↑2,2,2



˜ h˜ ˜g ? +h



j+1 7 [wj+1 ]↑2,2,2 )



j+1



(15)



.



3D Isotropic Undecimated Wavelet Transform



The main interest of the biorthogonal wavelet transform introduced in the previous section is its non redundancy: the transform of an N × N × N cube is a cube of the same size. This property is particularly appreciable in three dimensions as the resources needed to process a 3D signal scale faster than in 9
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Fig. 2. Decomposition of initial data cube into pyramidal wavelet bands. The bottom left cube cJ is the smoothed approximation and the wji are the different wavelet subbands at each scale j.



lower dimensions. However, this DWT is far from optimal for applications such as restoration (e.g. denoising or deconvolution), detection or more generally, analysis of data. Indeed, modifications of DWT coefficients introduce a large number of artefacts in the signal after reconstruction, mainly due to the loss of the translation-invariance in the DWT. For this reason, for restoration and detection purposes, redundant transform are generally preferred. Here, we present the 3D version of the Isotropic Undecimated Wavelet Transform (IUWT) also known as the starlet wavelet transform because its 2D version is well adapted to the more or less isotropic features found in astronomical data [46, 47]. The starlet transform is based on a separable isotropic scaling function 1



φ(x, y, z) = φ1D (x)φ1D (y)φ1D (z) ,



(16)



where φ1D is a 1D B-spline of order 3: φ1D (x) =



 1  |x − 2|3 − 4|x − 1|3 + 6|x|3 − 4|x + 1|3 + |x + 2|3 . 12



(17)



The separability of φ is not a required condition but it allows to have fast 10



Algorithm 1: The 3D biorthogonal wavelet transform Data: An N × N × N data cube X Result: W = {w11 , w12 , ..., w17 , w21 , ..., wJ1 , ..., wJ7 , cJ } the 3D DWT of X. begin c0 = X, J = log2 N for j = 0 to J − 1 do ¯h ¯h ¯ ? cj , down-sample by a factor 2 in each Compute cj+1 = h dimension. 1 ¯h ¯ ? cj , down-sample by a factor 2 in each Compute wj+1 = g¯h dimension. 2 ¯ ? cj , down-sample by a factor 2 in each Compute wj+1 = g¯g¯h dimension. 3 ¯ gh ¯ ? cj , down-sample by a factor 2 in each = h¯ Compute wj+1 dimension. 4 ¯ g g¯ ? cj , down-sample by a factor 2 in each Compute wj+1 = h¯ dimension. 5 ¯ g g¯ ? cj , down-sample by a factor 2 in each Compute wj+1 = h¯ dimension. 6 ¯ g ? cj , down-sample by a factor 2 in each Compute wj+1 = g¯h¯ dimension. 7 ¯ h¯ ¯ g ? cj , down-sample by a factor 2 in each =h Compute wj+1 dimension. computation which is especially important for large scale data sets in three dimensions. The wavelet function is defined as the difference between the scaling functions of two successive scales: 1 x y z 1 x y z ψ( , , ) = φ(x, y, z) − φ( , , ). 8 2 2 2 8 2 2 2



(18)



This choice of wavelet function will allow for a very simple reconstruction formula where the original data cube can be recovered by simple co-addition of the wavelet coefficients and the last smoothed approximation. Furthermore, since the scaling function is chosen to be isotropic, the wavelet function is therefore also isotropic. Figure 3 shows an example of such 3D isotropic wavelet function. The implementation of the starlet transform relies on the very efficient `a trous algorithm, where this French term means “with holes” [48, 49]. Let h be the filter associated to φ: h[k, l, m] = h1D [k]h1D [l]h1D [m] , h1D [k] = [1, 4, 6, 4, 1]/16, k ∈ J−2, 2K , 11



(19) (20)



Fig. 3. 3D Isotropic wavelet function.



and g the filter associated to the wavelet ψ: g[k, l, m] = δ[k, l, m] − h[k, l, m] .



(21) (j)



The `a trou algorithm defines for each j a scaled versions h1D of the 1D filter h1D such that: (j)



For example, we have



 h



h1D [k] = 



1D [k]



0



if k ∈ 2j Z otherwise .



(22)



(1)



h1D = [. . . , h1D [−2], 0, h1D [−1], 0, h1D [0], 0, h1D [1], 0, h1D [2], . . . ] .



(23)



Due to the separability of h, for each j we can also define (j)



(j)



(j)



h(j) [k, l, m] = h1D [k]h1D [l]h1D [m] g (j) [k, l, m] = δ[k, l, m] −



(j) (j) (j) h1D [k]h1D [l]h1D [m]



(24) .



(25)



From the original data cube c0 , the wavelet and approximation coefficients 12



can now be recursively extracted using the filters h(j) and g (j) : ¯ (j) ? cj )[k, l, m] cj+1 [k, l, m] = (h =



X



h1D [p]h1D [q]h1D [r]cj [k + 2j p, l + 2j q, m + 2j r]



p,q,r (j)



wj+1 [k, l, m] = (¯ g



(26)



? cj )[k, l, m]



= cj [k, l, m] −



X



(27) j



j



h1D [p]h1D [q]h1D [r]cj [k + 2 p, l + 2 q, m + 2j r] .



p,q,r



Finally, due to the choice of wavelet function, the reconstruction is obtained by a simple co-addition of all the wavelet scales and the final smooth subband:



c0 [k, l, m] = cJ [k, l, m] +



J X



wj [k, l, m] .



(28)



j=1



The algorithm for the 3D starlet transform is provided in Algorithm 2. At each scale j, the starlet transform provides only one subband wj , instead of the 7 subbands produced by the biorthgonal transform. However, since the subbands are not decimated in this transform, each wj as exactly the same number of voxels as the the input data cube. The redundancy factor of the 3D starlet transform is therefore J + 1 where J is the number of scales. Although higher than the redundancy factor of the biorthogonal transform (equal to 1), the starlet transform offers a far reduced redundancy compared to a standard Undecimated Wavelet Transform (undecimated version of the DWT introduced in the previous section, see [50]) which would have a redundancy factor of 7J + 1. 2.3



2D-1D Wavelet Transform



So far, the 3D wavelet transforms we have presented are constructed to handle full 3D signals. However, in some situations the signals of interest are not intrinsically 3D but constructed from a set of 2D images where the third dimension is not spatial but can be temporal or in energy. In this case, analysing the data with the previous 3D wavelets makes no sense and a separate treatment of the third dimension, not connected to the spatial domain, is required. One can define an appropriate wavelet for this kind of data by tensor product of a 2D spatial wavelet and a 1D temporal (or energy) wavelet: ψ(x, y, z) = ψ (xy) (x, y)ψ (z) (z) .



(29)



where ψ (xy) is the spatial wavelet and ψ (z) the temporal wavelet (resp energy). In the following, we will consider only isotropic spatial scale and dyadic scale, 13



Algorithm 2: 3D Starlet transform algorithm. Data: An N × N × N data cube X Result: W = {w1 , w2 , ..., wJ , cJ } the 3D starlet transform of X. begin c0 = X, J = log2 N ,h1D [k] = [1, 4, 6, 4, 1]/16, k = −2, . . . , 2. for j = 0 to J − 1 do for each k, l = 0 to N − 1 do Carry out a 1D discrete convolution of the cube cj with periodic or reflexive boundary conditions, using the 1D filter h1D . The (j) convolution is an interlaced one, where the h1D filter’s sample values have a gap (growing with level, j) between them of 2j samples, giving rise to the name a` trous (“with holes”). (j)



α[k, l, ·] = h1D ? cj [k, l, ·] . for each k, m = 0 to N − 1 do Carry out a 1D discrete convolution of α, using 1D filter h1D : (j)



β[k, ·, m] = h1D ? α[k, ·, m]. for each l, m = 0 to N − 1 do Carry out a 1D discrete convolution of β, using 1D filter h1D : (j)



cj+1 [·, l, m] = h1D ? β[·, l, m]. From the smooth subband cj , compute the IUWT detail coefficients, wj+1 = cj − cj+1 .



and we note j1 the spatial scale index (i.e. scale = 2j1 ), j2 the time (resp energy) scale index, 1 (xy) x − kx y − ky ψ ( j1 , ) 2j1 2 2j1 z − kz 1 (z) ψj2 ,kz (z) = √ ψ (z) ( j2 ) . 2 2j2



(xy)



ψj1 ,kx ,ky (x, y) =



(30) (31)



Hence, given a continuous data set D, we derive its 2D-1D wavelet coefficients wj1 ,j2 (kx , ky , kz ) (kx and ky are spatial indices and kz is a time (resp energy) 14



index) according to: ! 1 1 ZZZ +∞ (z) ∗ z − kz wj1 ,j2 (kx , ky , kz ) = j1 √ D(x, y, z) ψ 2 2j2 −∞ 2j2 ! ∗ x − kx y − ky , dxdydz × ψ (xy) 2j1 2j1 D



(xy)



(z)



= D, ψj1 ,kx ,ky ψj2 ,kz



2.3.1



E



.



(32)



Fast Undecimated 2D-1D Decomposition/Reconstruction



In order to have a fast algorithm, wavelet functions associated to a filter bank are preferred. Given a discrete data cube D[k, l, m] this wavelet decomposition consists in applying first a 2D isotropic wavelet transform for each frame m. Using the 2D version of the Isotropic Undecimated Wavelet Transform described in the previous section, we have: ∀m,



D[·, ·, m] = cJ1 [·, ·, m] +



JX 1 −1 j1 =1



wj1 [·, ·, m] ,



(33)



where J1 is the number of spatial scales. Then, for each spatial location [k, l] and for each 2D wavelet scale scale j1 , an undecimated 1D wavelet transform along the third dimension is applied on the spatial wavelet coefficients wj1 [k, l, ·] ∀k, l,



wj [k, l, ·] = wj1 ,J2 [k, l, ·] +



JX 2 −1 j2 =1



wj1 ,j2 [k, l, ·] ,



(34)



where J2 is the number of scales along the third dimension. The same processing is also applied on the coarse spatial scale cJ1 [k, l, ·], and we have: ∀k, l,



cJ1 [k, l, ·] = cJ1 ,J2 [k, l, ·] +



JX 2 −1 j2 =1



wJ1 ,j2 [k, l, ·] .



(35)



Hence, we have a 2D-1D undecimated wavelet representation of the input data D: D[k, l, m] = cJ1 ,J2 [k, l, m] +



JX 2 −1



wJ1 ,j2 [k, l, m]



j2 =1



+



JX 1 −1



wj1 ,J2 [k, l, m] +



j1 =1



JX 1 −1 JX 2 −1



wj1 ,j2 [k, l, m] . (36)



j1 =1 j2 =1



In this decomposition, four kinds of coefficients can be distinguished: 15



• Detail-Detail coefficient (j1 < J1 and j2 < J2 ). 



(j −1)



wj1 ,j2 [k, l, ·] = (δ − h1D ) ? h1D2



(j −1)



? cj1 −1 [k, l, ·] − h1D2







? cj1 [k, l, ·] .



• Approximation-Detail coefficient (j1 = J1 and j2 < J2 ). (j −1)



wJ1 ,j2 [k, l, ·] = h1D2



(j )



? cJ1 [k, l, ·] − h1D2 ? cJ1 [k, l, ·] .



• Detail-Approximation coefficient (j1 < J1 and j2 = J2 ). (J )



(J )



wj1 ,J2 [k, l, ·] = h1D2 ? cj1 −1 [k, l, ·] − h1D2 ? cj1 −1 [k, l, ·] . • Approximation-Appoximation coefficient (j1 = J1 and j2 = J2 ). (J )



cJ1 ,J2 [k, l, ·] = h1D2 ? cJ1 [k, l, ·] . As this 2D-1D transform is fully linear, a Gaussian noise remains Gaussian after transformation. Therefore, all thresholding strategies wich have been developed for wavelet Gaussian denoising are still valid with the 2D-1D wavelet transform. Denoting δ, the thresholding operator, the denoised cube is obtained by: ˜ l, m] = cJ1 ,J2 [k, l, m] + D[k,



JX 1 −1



δ(wj1 ,J2 [k, l, m])



j1 =1



+



JX 2 −1



δ(wJ1 ,j2 [k, l, m]) +



JX 2 −1 1 −1 JX



δ(wj1 ,j2 [k, l, m]) . (37)



j1 =1 j2 =1



j2 =1



A typical operator is the hard threshold, i.e. δT (x) = 0 is |x| is below a given threshold T , and δT (x) = x is |x| ≥ T . The threshold T is generally chosen between 3 and 5 times the noise standard deviation [47]. 2.4



Application: Time-varying source detection



An application of the 2D-1D wavelets presented in the previous section has been developed in [51] in the context of source detection for the Large Area Telescope (LAT) instrument aboard the Fermi Gamma-ray Space Telescope. Source detection in the high-energy gamma-ray band observed by the LAT is made complicated by three factors: the low fluxes of point sources relative to the celestial foreground, the limited angular resolution and the intrinsic variability of the sources. The fluxes of celestial gamma rays are low, especially relative to the ∼1 m2 effective area of the LAT (by far the largest effective collecting area ever in the GeV range). An additional complicating factor is that diffuse emission from the 16



Milky Way itself (which originates in cosmic-ray interactions with interstellar gas and radiation) makes a relatively intense, structured foreground emission. The few very brightest gamma-ray sources provide approximately 1 detected gamma ray per minute when they are in the field of view of the LAT while the diffuse emission of the Milky Way typically provide about 2 gamma rays per second. Furthermore, in this energy band, the gamma-ray sky is quite dynamic, with a large population of sources such as gamma-ray blazars (distant galaxies whose gamma-ray emission is powered by accretion onto supermassive black holes), episodically flaring. The time scales of flares, which can increase the flux by a factor of 10 or more, can be minutes to weeks; the duty cycle of flaring in gamma rays is not well determined yet, but individual blazars can go months or years between flares and in general we will not know in advance where on the sky the sources will be found. For previous high-energy gamma-ray missions, the standard method of source detection has been model fitting — maximizing the likelihood function while moving trial point sources around in the region of the sky being analyzed. This approach has been driven by the limited photon counts and the relatively limited resolution of gamma-ray telescopes. Here, we present the different approach adopted in [51] which is based on a non parametric method combining a MutliScale Variance Stabilization Transform (MS-VST) proposed for Poisson data denoising by [52] and a 2D-1D representation of the data. Using the time as the 1D component of the 2D-1D transform, the resulting filtering method is particularly adapted to the rapidly varying time varying low-flux sources in the Fermi LAT data. Extending the MS-VST developed for the Isotropic Undecimated Wavelet Transform in [52], the 2D-1D MS-VST is implemented by applying a square root Variance Stabilization Transform (VST) Aj1 ,j2 to the approximation coefficients cj1 ,j2 before computing the wavelet coefficients as the difference of stabilized approximation coefficients. The VST operator Aj1 ,j2 is entirely determined by the filter h used in the wavelet decomposition and by the scales j1 , j2 (see [52] for complete expression). Plugging the MS-VST into the 2D-1D transform, yields four kinds of coefficients: • Detail-Detail coefficient (j1 < J1 and j2 < J2 ). wj1 ,j2 [k, l, ·] = (δ − h1D )? 



h



(j −1)



Aj1 −1,j2 −1 h1D2



i



h



(j −1)



? cj1 −1 [k, l, ·] − Aj1 ,j2 −1 h1D2 17



? cj1 [k, l, ·]



i



.



• Approximation-Detail coefficient (j1 = J1 and j2 < J2 ). h



(j −1)



wJ1 ,j2 [k, l, ·] = AJ1 ,j2 −1 h1D2



i



h



(j )



• Detail-Approximation coefficient (j1 < J1 and j2 = J2 ). h



i



? cJ1 [k, l, ·] − AJ1 ,j2 h1D2 ? cJ1 [k, l, ·] . i



(J )



h



(J )



i



wj1 ,J2 [k, l, ·] = Aj1 −1,J2 h1D2 ? cj1 −1 [k, l, ·] − Aj1 −1,J2 h1D2 ? cj1 −1 [k, l, ·] . • Approximation-Appoximation coefficient (j1 = J1 and j2 = J2 ). (J )



cJ1 ,J2 [k, l, ·] = h1D2 ? cJ1 [k, l, ·] . All wavelet coefficients are now stabilized, and the noise on all wavelet coefficients w is Gaussian. Denoising is however not straightforward because there is no reconstruction formulae as the stabilizing operators Aj1 ,j2 and the convolution operators along (x, y) and z do not commute. To circumvent this difficulty, this reconstruction problem can be solved by defining the multiresolution support [53] from the stabilized coefficients, and by using an iterative reconstruction scheme. As the noise on the stabilized coefficients is Gaussian, and without loss of generality, we let its standard deviation equal to 1, we consider that a wavelet coefficient wj1 ,J2 [k, l, m] is significant, i.e., not due to noise, if its absolute value is larger k, where k is typically between 3 and 5. The multiresolution support will be obtained by detecting at each scale the significant coefficients. The multiresolution support for j1 ≤ J1 and j2 ≤ J2 is defined by: Mj1 ,j2 [k, l, m] =



    



1 if wj1 ,j2 [k, l, m] is significant



(38)



0 if wj1 ,j2 [k, l, m] is not significant .



We denote W the 2D-1D isotropic wavelet transform, R the inverse wavelet transform and Y the input data. We want our solution X to reproduce exactly the same coefficients as the wavelet coefficients of the input data Y , but only at scales and positions where significant signal has been detected in the 2D1D MS-VST (i.e. M WX = M WY ). At other scales and positions, we want the smoothest solution with the lowest budget in terms of wavelet coefficients. Furthermore, as Poisson intensity functions are positive by nature, a positivity constraint is imposed on the solution. Therefore the reconstruction can be formulated as a constrained sparsity-promoting minimization problem that can be written as follows min k WX k1 X



subject to
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  M WX  



= M WY



X≥0,



(39)



where k . k1 is the `1 -norm playing the role of regularization and is well known to promote sparsity [54]. This problem can be efficiently solved using the hybrid steepest descent algorithm [55, 52], and requires around 10 iterations.



Fig. 4. Simulated time-varying source. From left to right, simulated source, temporal flux, and co-added image along the time axis of noisy data.



This filtering method is tested on a simulated a time varying source in a cube of size 64×64×128, as a Gaussian centered at (32, 32, 64) with a spatial standard deviation equals to 1.8 (pixel unit) and a temporal standard deviation equal to 1.2. The total flux of the source (i.e. spatial and temporal integration) is 100. A background level of 0.1 is added to the data cube and Poisson noise is generated. Figure 5 shows respectively from left to right an image of the source, the flux per frame and the integration of all frames along the time axis. As it can be seen, the source is hardly detectable in the co-added image. By running the 2D MS-VST denoising method on the co-added frame, the source cannot be recovered whereas the 2D-1D MS-VST denoising method is able to recover the source at 6σ from the noisy 3D data set. Figure 5 left shows one frame (frame 64) of the denoised cube, and Figure 5 right shows the flux of the recovered source per frame.



Fig. 5. Revovered time-vaying source after 2D-1D MS-VST denoising. Left, one frame of the denoised cube and right, flux per frame.
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3D Ridgelets and Beamlets



Wavelets rely on a dictionary of roughly isotropic elements occurring at all scales and locations. They do not describe well highly anisotropic elements, and contain only a fixed number of directional elements, independent of scale. Despite the fact that they have had wide impact in image processing, they fail to efficiently represent objects with highly anisotropic elements such as lines or curvilinear structures (e.g. edges). The reason is that wavelets are non-geometrical and do not exploit the regularity of the edge curve. Following this reasoning, new constructions in 2D have been proposed such as ridgelets [56] and beamlets [57]. Both transforms were developed as an answer to the weakness of the separable wavelet transform in sparsely representing what appears to be simple building-block atoms in an image, that is, lines and edges. In this section, we present the 3D extension of these transforms. In 3D, the ridgelet atoms are sheets while the beamlet atoms are lines. Both transforms share a similar fast implementation using the projection-slice theorem [58] and will constitute the building blocks of the first generation 3D curvelets presented in Section 4. An application of ridgelets and beamlets to the statistical study of the spatial distribution of galaxies is presented in the last part of this section.



3.1



The 3D Ridgelet Transform



3.1.1



Continuous 3D Ridgelet Transform



The continuous ridgelet transform can be defined in 3D as a direct extension of the 2D transform following [56]. Pick a smooth univariate function ψ : R → R R with vanishing mean ψ(t)dt = 0 and sufficient decay so that it verifies the 3D admissibility condition: Z



2 ˆ |ψ(ν)| |ν|−3 dν < ∞ .



(40)



Under this condition, one can further assume that ψ is normalized so that ˆ 2 |ν|−3 dν = 1. For each scale a > 0, each position b ∈ R and each |ψ(ν)| orientation (θ1 , θ2 ) ∈ [0, 2π[×[0, π[, we can define a trivariate ridgelet function ψa,b,θ1 ,θ2 : R3 → R by R



ψa,b,θ1 ,θ2 (x) = a



−1/2



x1 cos θ1 sin θ2 + x2 sin θ1 sin θ2 + x3 cos θ2 − b ψ a



!



, (41)
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where x = (x1 , x2 , x3 ) ∈ R3 . This 3D ridgelet function is now constant along the planes defined by x1 cos θ1 sin θ2 + x2 sin θ1 sin θ2 + x3 cos θ2 = const. However, transverse to these ridges, it is a wavelet. While the 2D ridgelet transform was adapted to detect lines in an image, the 3D ridgelet transform allows us to detect sheets in a cube. Given an integrable trivariate function f ∈ L2 (R3 ), its 3D ridgelet coefficients are defined by: Rf (a, b, θ1 , θ2 ) := hf, ψa,b,θ1 ,θ2 i =



Z



∗ f (x)ψa,b,θ (x)dx . 1 ,θ2



(42)



R3



From these coefficients we have the following reconstruction formula: f (x) =



Zπ Z2π Z∞ Z∞ 0 0 −∞ 0



Rf (a, b, θ1 , θ2 )ψa,b,θ1 ,θ2 (x)



da dθ1 dθ2 db , a4 8π 2



(43)



which is valid almost everywhere for functions that are both integrable and square integrable. This representation of ”any” function as a superposition of ’ridge’ functions is furthermore stable as it obeys the following Parseval relation, |f |22



=



Zπ Z2π Z∞ Z∞ 0 0 −∞ 0



|Rf (a, b, θ1 , θ2 )|2



da dθ1 dθ2 db . a4 8π 2



(44)



Just like for the 2D ridgelets, the 3D ridgelet analysis can be constructed as a wavelet analysis in the Radon domain. In 3D, the Radon transform R(f ) of f is the collection of hyperplane integrals indexed by (θ1 , θ2 , t) ∈ [0, 2π[×[0, π[×R given by R(f )(θ1 , θ2 , t) =



Z



R3



f (x)δ(x1 cos θ1 sin θ2 + x2 sin θ1 sin θ2 + x3 cos θ2 − t)dx ,



(45) where x = (x1 , x2 , x3 ) ∈ R and δ is the Dirac distribution. Then the 3D ridgelet transform is exactly the application of a 1D wavelet transform along the slices of the Radon transform where the plane angle (θ1 , θ2 ) is kept constant but t is varying: 3



Rf (a, b, θ1 , θ2 ) =



Z



∗ ψa,b (t)R(f )(θ1 , θ2 , t)dt ,



(46)



√ where ψa,b (t) = ψ((t − b)/a)/ a is a 1-dimensional wavelet. Therefore, the basic strategy for calculating the continuous ridgelet transform in 3D is again to compute first the Radon transform R(f )(θ1 , θ2 , t) and second to apply a 1-dimensional wavelet to the slices R(f )(θ1 , θ2 , ·). 21



3.1.2



Discrete 3D Ridgelet transform



A fast implementation of the Radon transform can be proposed in the Fourier domain thanks to the projection-slice theorem. In 3D, this theorem states that the 1D Fourier transform of the projection of a 3D function onto a line is equal to the slice in the 3D Fourier transform of this function passing by the origin and parallel to the projection line. R(f )(θ1 , θ2 , t) = F−1 1D (u ∈ R 7→ F3D (f )(θ1 , θ2 , u)) .



(47)



The 3D Discrete Ridgelet Transform can be built in a similar way to the RectoPolar 2D transform (see [50]) by applying a Fast Fourier Transform to the data in order to extract lines in the discrete Fourier domain. Once the lines are extracted, the ridgelet coefficient are obtained by applying a 1D wavelet transform along these lines. However, extracting lines defined in spherical coordinates on the Cartesian grid provided by the Fast Fourier Transform is not trivial and requires some kind of interpolation scheme. The 3D ridgelet is summarised in Algorithm 3 and in the flowgraph in Figure 6. Algorithm 3: The 3D Ridgelet Transform Data: An N × N × N data cube X. Result: 3D Ridgelet Transform of X begin ˆ x , ky , kz ]. ; − Apply a 3D FFT to X to yield X[k − Perform Cartesian-to-Spherical Conversion using an interpolation ˆ in spherical coordinates X[ρ, ˆ θ1 , θ2 ]. ; scheme to sample X 2 − Extract 3N lines (of size N ) passing through the origin and the ˆ ; boundary of X. for each line [θ1 , θ2 ] do − apply an inverse 1D FFT ; − apply a 1D wavelet transform to get the Ridgelet coefficients ;



3.1.3



Local 3D Ridgelet Transform



The ridgelet transform is optimal to find sheets of the size of the cube. To detect smaller sheets, a partitioning must be introduced [59]. The cube c is decomposed into blocks of lower side-length b so that for a N ×N ×N cube, we count N/b blocks in each direction. After the block partitioning, the tranform is tuned for sheets of size b × b and of thickness aj , aj corresponding to the different dyadic scales used in the transformation. 22
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Fig. 6. Overview of the 3D Ridgelet transform. At a given direction, sum over the normal plane to get a • point. Repeat over all its parallels to get the (θ1 , θ2 ) line and apply a 1D wavelet transform on it. Repeat for all the directions to get the 3D Ridgelet transform.



3.2



The 3D Beamlet Transform



The X-ray transform Xf of a continuous function f (x, y, z) with (x, y, z) ∈ R3 is defined by Z f (p)dp ,



(Xf )(L) =



(48)



L



3



where L is a line in R , and p is a variable indexing points in the line. The transformation contains all line integrals of f . The Beamlet Transform (BT) can be seen as a multiscale digital X-ray transform. It is a multiscale transform because, in addition to the multiorientation and multilocation line integral calculation, it integrated also over line segments at different length. The 3D BT is an extension to the 2D BT, proposed by Donoho and Huo [57]. The transform requires an expressive set of line segments, including line segments with various lengths, locations and orientations lying inside a 3D volume. A seemingly natural candidate for the set of line segments is the family of all line segments between each voxel corner and every other voxel corner, the set of 3D beams. For a 3D data set with n3 voxels, there are O(n6 ) 3D beams. It is infeasible to use the collection of 3D beams as a basic data structure since any algorithm based on this set will have a complexity with lower bound of n6 and hence be unworkable for typical 3D data size.



3.2.1



The Beamlet System



A dyadic cube C(k1 , k2 , k3 , j) ⊂ [0, 1]3 is the collection of 3D points {(x1 , x2 , x3 ) : [k1 /2j , (k1 + 1)/2j ] × [k2 /2j , (k2 + 1)/2j ] × [k3 /2j , (k3 + 1)/2j ]} , 23



where 0 ≤ k1 , k2 , k3 < 2j for an integer j ≥ 0, called the scale. Such cubes can be viewed as descended from the unit cube C(0, 0, 0, 0) = [0, 1]3 by recursive partitioning. Hence, the result of splitting C(0, 0, 0, 0) in half along each axis is the eight cubes C(k1 , k2 , k3 , 1) where ki ∈ {0, 1}, splitting those in half along each axis we get the 64 subcubes C(k1 , k2 , k3 , 2) where ki ∈ {0, 1, 2, 3}, and if we decompose the unit cube into n3 voxels using a uniform n-by-n-by-n grid with n = 2J dyadic, then the individual voxels are the n3 cells C(k1 , k2 , k3 , J), 0 ≤ k1 , k2 , k3 < n.



Fig. 7. Dyadic cubes



Associated to each dyadic cube we can build a system of line segments that have both of their end-points lying on the cube boundary. We call each such segment a beamlet. If we consider all pairs of boundary voxel corners, we get O(n4 ) beamlets for a dyadic cube with a side length of n voxels (we actually work with a slightly different system in which each line is parametrized by a slope and an intercept instead of its end-points as explained below). However, we will still have O(n4 ) cardinality. Assuming a voxel size of 1/n we get J + 1 scales of dyadic cubes where n = 2J , for any scale 0 ≤ j ≤ J there are 23j dyadic cubes of scale j and since each dyadic cube at scale j has a side length of 2J−j voxels we get O(24(J−j) ) beamlets associated with the dyadic cube and a total of O(24J−j ) = O(n4 /2j ) beamlets at scale j. If we sum the number of beamlets at all scales we get O(n4 ) beamlets. This gives a multi-scale arrangement of line segments in 3D with controlled cardinality of O(n4 ), the scale of a beamlet is defined as the scale of the dyadic cube it belongs to so lower scales correspond to longer line segments and finer scales correspond to shorter line segments. Figure 8 shows 2 beamlets at different scales. To index the beamlets in a given dyadic cube we use slope-intercept coordinates. For a data cube of n × n × n voxels consider a coordinate system with the cube center of mass at the origin and a unit length for a voxel. Hence, for (x, y, z) in the data cube we have |x|, |y|, |z| ≤ n/2. We can consider three 24



Fig. 8. Examples of Beamlets at two different scales. (a) Scale 0 (coarsest scale) (b) Scale 1 (next finer scale).



kinds of lines: x-driven, y-driven, and z-driven, depending on which axis provides the shallowest slopes. An x-driven line takes the form   z



 y



= sz x + t z



(49)



= sy x + t y ,



with slopes sz ,sy , and intercepts tz and ty . Here the slopes |sz |, |sy | ≤ 1. yand z-driven lines are defined with an interchange of roles between x and y or z, as the case may be. The slopes and intercepts run through equispaced sets: sx , sy , sz ∈ {2`/n : ` = −n/2, . . . , n/2 − 1}, tx , ty , tz ∈ {` : −n/2, . . . , n/2 − 1}. Beamlets in a data cube of side n have lengths between n/2 and main diagonal).



√ 3n (the



Computational aspects Beamlet coefficients are line integrals over the set of beamlets. A digital 3D image can be regarded as a 3D piece-wise constant function and each line integral is just a weighted sum of the voxel intensities along the corresponding line segment. Donoho and Levi [60] discuss in detail different approaches for computing line integrals in a 3D digital image. Computing the beamlet coefficients for real application data sets can be a challenging computational task since for a data cube with n × n × n voxels we have to compute O(n4 ) coefficients. By developing efficient cache aware algorithms we are able to handle 3D data sets of size up to n = 256 on a typical desktop computer in less than a day running time. We will mention that in many cases there is no interest in the 25



coarsest scales coefficient that consumes most of the computation time and in that case the over all running time can be significantly faster. The algorithms can also be easily implemented on a parallel machine of a computer cluster using a system such as MPI in order to solve bigger problems. 3.2.2



The FFT-based transformation



Let ψ ∈ L2 (R2 ) a smooth function satisfying the admissibility condition: Z



2 ˆ |ψ(ν)| |ν|−3 dν < ∞ .



(50) R



2 ˆ In this case, one can further assume that ψ is normalized so that |ψ(ν)| |ν|−3 dν = 1. For each scale a, each position b = (b1 , b2 ) ∈ R2 and each orientation (θ1 , θ2 ) ∈ [0, 2π[×[0, π[, we can define a trivariate beamlet function ψa,b1 ,b2 ,θ1 ,θ2 : R3 → R by:



ψa,b,θ1 ,θ2 (x1 , x2 , x3 ) = a−1/2 · ψ((−x1 sin θ1 + x2 cos θ1 + b1 )/a, (x1 cos θ1 cos θ2 + x2 sin θ1 cos θ2 − x3 sin θ2 + b2 )/a) . (51) The three-dimensional continuous beamlet transform of a function f ∈ L2 (R3 ) is given by: Bf :R∗+ × R2 × [0, 2π[×[0, π[→ R Bf (a, b, θ1 , θ2 ) =



Z



∗ ψa,b,θ (x)f (x)dx. 1 ,θ2



(52)



R3



Figure 9 shows an example of beamlet function. It is constant along lines of direction (θ1 , θ2 ), and a 2D wavelet function along plane orthogonal to this direction. The 3D beamlet transform can be built using the “Generalized projectionslice theorem” [58]. Let f (x) be a function on Rn ; and let Rm f denote the m-dimensional partial Radon transform along the first m directions, m < n. Rm f is a function of (p, µm ; xm+1 , ..., xn ), µm a unit directional vector in Rn (note that for a given projection angle, the m dimensional partial Radon transform of f (x) has (n − m) untransformated spatial dimensions and a (n-m+1) dimensional projection profile). The Fourier transform of the m dimensional partial radon transform Rm f is related to Ff the Fourier transform of f by the projection-slice relation {Fn−m+1 Rm f }(k, km+1 , ..., kn ) = {Ff }(kµm , km+1 , ..., kn ) .



(53)



Since the 3D Beamlet transform corresponds to wavelets applied along planes orthogonal to given directions (θ1 , θ2 ), one can use the 2D partial Radon transform to extract planes on which to apply a 2D wavelet transform. Thanks to 26
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Fig. 9. Example of a beamlet function.



the projection-slice theorem this partial Radon transform in this case can be efficiently performed by taking the inverse 2D Fast Fourier Transforms on planes orthogonal to the direction of the Beamlet extracted from the 3D Fourier space. The FFT based 3D Beamlet transform is summarised in Algorithm 4. Algorithm 4: The 3D Beamlet Transform Data: An N × N × N data cube X. Result: 3D Beamlet Transform of X begin ˆ x , ky , kz ]. ; − Apply a 3D FFT to X to yield X[k − Perform Cartesian-to-Spherical Conversion using an interpolation ˆ in spherical coordinates X[ρ, ˆ θ1 , θ2 ]. ; scheme to sample X 2 − Extract 3N planes (of size N × N ) passing through the origin, orthogonal to the lines used in the 3D ridgelet transform. ; for each plane defined by [θ1 , θ2 ] do − apply an inverse 2D FFT ; − apply a 2D wavelet transform to get the Beamlet coefficients ;
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Figure 10 gives the 3D beamlet transform flowgraph. The 3D beamlet transform allows us to detect filaments in a cube. The beamlet transform algorithm presented in this section differs from the one presented in [61]; see the discussion in [60]. tio
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Fig. 10. Schematic view of a 3D Beamlet transform. At a given direction, sum over the (θ1 , θ2 ) line to get a ◦ point. Repeat over all its parallels to get the dark plane and apply a 2D wavelet transform within that plane. Repeat for all the directions to get the 3D Beamlet transform. See the text (section 4.3) for a detailed explanation and implementation clues.



3.3



Application: Analysis of the Spatial Distribution of Galaxies



To illustrate the two transforms introduced in this section, we present an application of 3D ridgelets and beamlets to the statistical study of the galaxy distribution which was investigated in [62]. Throughout the universe, galaxies are arranged in interconnected walls and filaments forming a cosmic web encompassing huge, nearly empty, regions between the structures. The distribution of these galaxies is of great interest in cosmology as it can be used to constrain cosmological theories. The standard approach for testing different models is to define a point process which can be characterized by statistical descriptors. In order to compare models of structure formation, the different distribution of dark matter particles in N-body simulations could be analyzed as well, with the same statistics. Many statistical methods have been proposed in the past in order to describe the galaxy distribution and discriminate the different cosmological models. The most widely used statistic if the two-point correlation function ξ(r) which is a primary tool for quantifying large-scale cosmic structure [63]. To go further than the two-point statistics, the 3D Isotropic Undecimated Wavelet Transform (see Section 2.2), the 3D ridgelet transform and the 3D beamlet transform can used to build statistics which measure in a coherent and statistically reliable way, the degree of clustering, filamentarity, sheetedness, 28



and voidedness of a dataset. 3.3.1
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Fig. 11. Simulation of cubes containing a cluster (top), a plane (middle) and a line (bottom).



Three data sets are generated containing respectively a cluster, a plane and a line. To each data set, Poisson noise is added with eight different background levels. After applying wavelets, beamlets and ridgelets to the 24 resulting data sets, the coefficient distribution from each transformation is normalized using twenty realizations of a Poisson noise having the same number of counts as in the data. Figure 11 shows, from top to bottom, the maximum value of the normalized distribution versus the noise level for our three simulated data set. As 29



expected, wavelets, ridgelets and beamlets are respectively the best for detecting clusters, sheets and lines. A feature can typically be detected with a very high signal-to-noise ratio in a matched transform, while remaining indetectible in some other transforms. For example, the wall is detected at more than 60σ by the ridgelet transform, but less than 5σ by the wavelet transform. The line is detected almost at 10σ by the beamlet transform, and with worse than 3σ detection level by wavelets. These results show the importance of using several transforms for an optimal detection of all features contained in a data set.



3.3.2



Process discrimination using higher order statistics
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le2: {CDM simulations Fig. 12. Simulated data sets. Top, the Voronoi verticesGIF point pattern (left) and the galaxies of the GIF Λ-CDM N-body simulation (right). The bottom panels show one 10 h−1 width slice of the each data set. For this experiment, two simulated data sets are used to illustrate the discriminative power of multiscale methods. The first one is a simulation from stochastic geometry. It is based on a Voronoi model. The second one is a mock catalog of the galaxy distribution drawn from a Λ-CDM N-body cosmological model [64]. Both processes have very similar two-point correlation functions
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at small scales, although they look quite different and have been generated following completely different algorithms. • The first comes from Voronoi simulation: We locate a point in each of the vertices of a Voronoi tessellation of 1.500 cells defined by 1500 nuclei distributed following a binomial process. There are 10085 vertices lying within a box of 141.4 h−1 Mpc side. • The second point pattern represents the galaxy positions extracted from a cosmological Λ-CDM N-body simulation. The simulation has been carried out by the Virgo consortium and related groups 1 . The simulation is a low-density (Ω = 0.3) model with cosmological constant Λ = 0.7. It is, therefore, an approximation to the real galaxy distribution[64]. There are 15445 galaxies within a box with side 141.3 h−1 Mpc. Galaxies in this catalog have stellar masses exceeding 2 × 1010 M . Figure 12 shows the two simulated data sets, and Figure 13(a) left shows the two-point correlation function curve for the two point processes. The two point fields are different, but as can be seen in Figure 13(a), both have very similar two-point correlation functions in a huge range of scales (2 decades). Skewness, scale 2 wavelet
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Fig. 13. The two-point correlation function and skewness and kurtosis of the Voronoi vertices process and the GIF Λ-CDM N-body simulation. The correlation functions are very similar in the range [0.02,2] h−1 Mpc while skewness and kurtosis are very different.



After applying the three transforms to each data set, the skewness vector S = (sjw , sjr , sjb ) and the kurtosis vector K = (kwj , krj , kbj ) are calculated at each scale j. sjw , sjr , sjb are respectively the skewness at scale j of the wavelet 1



see http://www.mpa-garching.mpg.de/Virgo
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coefficients, the ridgelet coefficients and the beamlet coefficients. kwj , krj , kbj are respectively the kurtosis at scale j of the wavelet coefficients, the ridgelet coefficients and the beamlet coefficients. Figure 13(b) shows the kurtosis and the skewness vectors of the two data sets at the two first scales. In contrast to the case with the two-point correlation function, this figure shows strong differences between the two data sets, particularly on the wavelet axis, which indicates that the second data contains more or higher density clusters than the first one.



4



First Generation 3D Curvelets



In image processing, edges are curved rather than straight lines and ridgelets are not able to effectively represent such images. However, one can still deploy the ridgelet machinery in a localized way, at fine scales, where curved edges are almost straight lines. This is the idea underlying the first generation 2D curvelets [65]. These curvelets are built by first applying an isotropic wavelet decomposition on the data followed by a local 2D ridgelet transform on each wavelet scale. In this section we describe a similar construction in the 3D case [20]. In 3D, the 2D ridgelet transform can either be extended using the 3D ridgelets or 3D beamlets introduced in the previous section. Combined with a 3D wavelet transform, the 3D ridgelet gives rise to the RidCurvelet while the 3D beamlet will give rise to BeamCurvelets. We begin by presenting the frequency-space tiling used by both transforms before describing each one. In the last part of this section, we present denoising applications of these transforms.



4.1



Frequency-space tiling



Following the strategy of the first generation 2D curvelet transform, both 3D curvelets presented in this section are based on a tiling of both frequency space and the unit cube [0, 1]3 . Partitioning of the frequency space can be achieved using a filter-bank in order to separate the signal into spectral bands. From an adequate smooth function ψ ∈ L2 ( 3 ) we define for all s in ∗ , ψ2s = 26s ψ(22s ·) which extracts the frequencies around |ν| ∈ [22s , 22s+2 ], and a low-pass filter ψ0 for |ν| ≤ 1. We
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get a partition of unity in the frequency domain : ∀ν ∈ R3 ,



X



|ψˆ0 (ν)|2 +



s>0



|ψˆ2s (ν)|2 = 1 .



(54)



Let P0 f = ψ0 ∗ f and ∆s f = ψ2s ∗ f , where ∗ is the convolution product. We can represent any signal f as (P0 f, ∆1 f, ∆2 f, ...). In the spatial domain, the unit cube [0, 1]3 is tiled at each scale s with a finite set Qs of ns ≥ 2s regions Q of size 2−s : #
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"



#
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#



k2 k2 + 1 k3 k3 + 1 k1 k1 + 1 × , × , ⊂ [0, 1]3 . Q = Q(s, k1 , k2 , k3 ) = s , s s s s s 2 2 2 2 2 2 (55) s Regions are allowed to overlap (for ns > 2 ) to reduce the impact of block effects in the resulting 3D transform. However, the higher the level of overlapping, the higher the redundancy of the final transform. To each region Q is asP 2 (x) = sociated a smooth window wQ so that at any point x ∈ [0, 1]3 , Q∈Qs wQ 1, with n



o



Qs = Q(s, k1i , k2i , k3i )| ∀i ∈ J0, ns K, (k1i , k2i , k3i ) ∈ [0, 2s [3 .



(56)



Each element of the frequency-space wQ ∆s is transported to [0, 1]3 by the transport operator TQ : L2 (Q) → L2 ([0, 1]3 ) applied to f 0 = wQ ∆s f TQ :L2 (Q) → L2 ([0, 1]3 ) (TQ f 0 )(x1 , x2 , x3 ) = 2−s f 0



!



k1 + x1 k2 + x2 k3 + x3 , , . 2s 2s 2s



(57)



For each scale s, we have a space-frequency tiling operator gQ , the output of which lives on [0, 1]3 gQ = TQ wQ ∆s . (58) Using this tiling operator, we can now build the 3D BeamCurvelet and 3D RidCuvelet transform by respectively applying a 3D Beamlet and 3D Ridgelet transform on each space-frequency block. 4.2



The 3D BeamCurvelet Transform



Given the frequency-space tiling defined in the previous section, a 3D Beamlet transform [17, 66] can now be applied on each block of each scale. Let φ ∈ L2 (R2 ) a smooth function satisfying the following admissibility condition X



s∈Z



φ2 (2s u) = 1,
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∀u ∈ R2 .



(59)



For a scale parameter a ∈ R, location parameter b = (b1 , b2 ) ∈ R2 and orientation parameters θ1 ∈ [0, 2π[, θ2 ∈ [0, π[, we define βa,b,θ1 ,θ2 the beamlet function (see Section 3.2) based on φ : βa,b,θ1 ,θ2 (x1 , x2 , x3 ) = a−1/2 φ((−x1 sin θ1 + x2 cos θ1 + b1 )/a, (x1 cos θ1 cos θ2 + x2 sin θ1 cos θ2 − x3 sin θ2 + b2 )/a). (60) The BeamCurvelet transform of a 3D function f ∈ L2 ([0, 1]3 ) is BC f = {h(TQ wQ ∆s ) f, βa,b,θ1 ,θ2 i : s ∈



N∗, Q ∈ Qs} .



(61)



As we can see, a BeamCurvelet function is parametrized in scale (s, a), position (Q, b), and orientation (θ1 , θ2 ). The following sections describe the discretization and the effective implementation of such a transform.



4.2.1



Discretization



For convenience, and as opposed to the continuous notations, the scales are now numbered from 0 to J, from the finest to the coarsest. As seen in the continuous formulation, the transform operates in four main steps. (1) First the frequency decomposition is obtained by applying a 3D wavelet transform on the data with a wavelet compactly supported in Fourier space like the pyramidal Meyer wavelets with low redundancy [67], or using the 3D isotropic `a trou wavelets (see Section 2.2). (2) Each wavelet scale is then decomposed in small cubes of a size following the parabolic scaling law, forcing the block size Bs with the scale size Ns according to the formula B0 Bs = 2s/2 , (62) Ns N0 where N0 and B0 are the finest scale’s dimension and block size. (3) Then, we apply a partial 3D Radon transform on each block of each scale. This is accomplished by integrating the blocks along lines at every direction and position. For a fixed direction (θ1 , θ2 ), the summation gives us a plane. Each point on this plane represents a line in the original cube. We obtain projections of the blocks on planes passing through the origin at every possible angle. (4) At last, we apply a two-dimensional wavelet transform on each Partial Radon plane. Steps 3 and 4 represent the Beamlet transform of the blocks. The 3D Beamlet atoms aim at representing filaments crossing the whole 3D space. They are constant along a line and oscillate like φ in the radial direction. Arranged blockwise on a 3D isotropic wavelet transform, and following the parabolic 34



scaling, we obtain the BeamCurvelet transform. Figure 9 summarizes the beamlet transform, and Figure 14 the global BeamCurvelet transform.
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Fig. 14. Global flow graph of a 3D BeamCurvelet transform.



4.2.2



Algorithm summary



As for the 2D Curvelets, the 3D BeamCurvelet transform is implemented effectively in the Fourier domain. Indeed, the integration along the lines (3D partial Radon transform) becomes a simple plane extraction in Fourier space, using the d-dimensional projection-slice theorem, which states that the Fourier transform of the projection of a d-dimensional function onto an m-dimensional linear submanifold is equal to an m-dimensional slice of the d-dimensional Fourier transform of that function through the origin in the Fourier space which is parallel to the projection submanifold. In our case, d = 3 and m = 2. Algorithm 5 summarizes the whole process.



4.2.3



Properties



As a composition of invertible operators, the BeamCurvelet transform is invertible. As the wavelet and Radon transform are both tight frames, so is the BeamCurvelet transform. Given a Cube of size N × N × N , a cubic block of length Bs at scale s, and J + 1 scales, the redundancy can be calculated as follows : According to the parabolic scaling, ∀s > 0 : Bs /Ns = 2s/2 B0 /N0 . The redun35



Algorithm 5: The BeamCurvelet Transform Data: A data cube X and an initial block size B Result: BeamCurvelet transform of X begin Apply a 3D isotropic wavelet transform ; for all scales from the finest to the second coarsest do Partition the scale into small cubes of size B ; for each block do Apply a 3D FFT ; Extract planes passing through the origin at every angle (θ1 , θ2 ) ; for each plane (θ1 , θ2 ) do apply an inverse 2D FFT ; apply a 2D wavelet transform to get the BeamCurvelet coefficients ; if the scale number is even then according to the parabolic scaling : ; B = 2B (in the undecimated wavelet case) ; B = B/2 (in the pyramidal wavelet case) ;



dancy induced by the 3D wavelet tansform is Rw =



J 1 X N 3, N 3 s=0 s



(63)



with Ns = 2−s N for pyramidal Meyer wavelets, and thus Bs = 2−s/2 B0 according to the parabolic scaling (see equation 62). The partial Radon transform of a cube of size Bs3 has a size 3Bs2 × Bs2 to which we apply 2D decimated orthogonal wavelets with no redundancy. There are (ρNs /Bs )3 blocks in each scale because of the overlap factor (ρ ∈ [1, 2]) in each direction. So the complete redundancy of the transform using the Meyer wavelets is X  Ns 3 1 J−1 NJ3 4 R= 3 ρ 3Bs + 3 N s=0 Bs N



= 3ρ3 B0 =



J−1 X



2−7s/2 + 2−3J



s=0   3 O 3ρ B0



R(J = 1) = 3ρ3 B0 + R(J = ∞) ≈ 3.4ρ3 B0



1 8



when J → ∞



3



= 3ρ



J−1 X



Bs 2−3s + 2−3J



(64)



i=0



(65) (66) (67) (68)
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For a typical block size B0 = 17, we get for J ∈ [1, ∞[ : R ∈ [51.125, 57.8[ without overlapping R ∈ [408.125, 462.4[ with 50% overlapping (ρ = 2). 4.2.4



(69) (70)



Inverse BeamCurvelet Transform



Because all its components are invertible, the BeamCurvelet transform is invertible and the reconstruction error is comparable to machine precision. Algorithm 6 details the reconstruction steps. Algorithm 6: The Inverse BeamCurvelet Transform Data: An initial block size B, and the BeamCurvelet coefficients : series of wavelet-space planes indexed by a scale, angles (θ1 , θ2 ), and a 3D position (Bx , By , Bz ) Result: The reconstructed data cube X begin for all scales from the finest to the second coarsest do Create a 3D cube the size of the current scale (according to the 3D wavelets used in the forward transform) ; for each block position (Bx , By , Bz ) do Create a block B of size B × B × B ; for each plane (θ1 , θ2 ) indexed with this position do − Apply an inverse 2D wavelet transform ; − Apply a 2D FFT ; − Put the obtained Fourier plane to the block, such that the plane passes through the origin of the block with normal angle (θ1 , θ2 ) ; − Apply a 3D IFFT ; − Add the block to the wavelet scale at the position (Bx , By , Bz ), using a weighted function if overlapping is involved; if the scale number is even then according to the parabolic scaling : ; B = 2B (in the undecimated wavelet case) ; B = B/2 (in the pyramidal wavelet case) ; Apply a 3D inverse isotropic wavelet transform ; An example of a 3D BeamCurvelet atom is represented in Figure 15. The BeamCurvelet atom is a collection of straight smooth segments well localized in space. Across the transverse plane, the BeamCurvelets exhibit a wavelet-like oscillating behavior. 37



Fig. 15. Examples of a BeamCurvelet atoms at different scales and orientations. These are 3D density plots : the values near zero are transparent, and the opacity grows with the absolute value of the voxels. Positive values are red/yellow, and negative values are blue/purple. The right map is a slice of a cube containing these three atoms in the same position as on the left. The top left atom has an arbitrary direction, the bottom left is in the slice, and the right one is normal to the slice.



4.3



The 3D RidCurvelet Transform



As referred to in 4.2, the second extension of the curvelet transform in 3D is obtained by using the 3D Ridgelet transform [68] defined in Section 3 instead of the Beamlets. The continuous RidCurvelet is thus defined in much the same way as the BeamCurvelet. Given a smooth function φ ∈ L2 (R) verifying the following admissibility condition: X



s∈Z



φ2 (2s u) = 1,



∀u ∈ R ,



(71)



a three-dimensional ridge function (see Section 3) is given by : 







1 ρσ,κ,θ1 ,θ2 (x1 , x2 , x3 ) = σ φ (x1 cos θ1 cos θ2 + x2 sin θ1 cos θ2 + x3 sin θ2 − κ) , σ (72) where σ and κ are respectively the scale and position parameters. −1/2



Then the RidCurvelet transform of a 3D function f ∈ L2 ([0, 1]3 ) is RC f = {h(TQ wQ ∆s ) f, ρσ,κ,θ1 ,θ2 i : s ∈ 4.3.1



N∗, Q ∈ Qs} .



(73)



Discretization



The discretization is made the same way, the sums over lines becoming sums over the planes of normal direction (θ1 , θ2 ), which gives us a line for each direction. The 3D Ridge function is useful for representing planes in a 3D space. It is constant along a plane and oscillates like φ in the normal direction. The 38



main steps of the Ridgelet transform are depicted in figure 6.



4.3.2



Algorithm summary



The RidCurvelet transform is also implemented in Fourier domain, the integration along the planes becoming a line extraction in the Fourier domain. The overall process is shown in Figure 16, and Algorithm 7 summarizes the implementation.
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Fig. 16. Global flow graph of a 3D RidCurvelet transform.



4.3.3



Properties



The RidCurvelet transform forms a tight frame. Additionally, given a 3D cube of size N × N × N , a block of size-length Bs at scale s, and J + 1 scales, the redundancy is calculated as follows : The Radon transform of a cube of size Bs3 has a size 3Bs2 × Bs , to which we apply a pyramidal 1D wavelet of redundancy 2, for a total size of 3Bs2 × 2Bs = 6Bs3 . There are (ρNs /Bs )3 blocks in each scale because of the overlap factor (ρ ∈ [1, 2]) in each direction. Therefore, the complete redundancy of the transform using many scales of 3D Meyer wavelets is 







J−1 X Ns 3 + 2−3J = 6ρ3 2−3s + 2−3J B s s=0 s=0 3 R = O(6ρ ) when J → ∞ .



R=



J−1 X



6Bs3 ρ



6ρ3 + 1/8 6.86ρ3 .



R(J = 1) = R(J = ∞) ≈ 39



(74) (75) (76) (77)



Algorithm 7: The RidCurvelet Transform Data: A data cube x and an initial block size B Result: RidCurvelet transform of X begin Apply a 3D isotropic wavelet transform ; for all scales from the finest to the second coarsest do Cut the scale into small cubes of size B ; for each block do Apply a 3D FFT ; Extract lines passing through the origin at every angle (θ1 , θ2 ) ; for each line (θ1 , θ2 ) do apply an inverse 1D FFT ; apply a 1D wavelet transform to get the RidCurvelet coefficients ; if the scale number is even then according to the parabolic scaling : ; B = 2B (in the undecimated wavelet case) ; B = B/2 (in the pyramidal wavelet case) ;



4.3.4



Inverse RidCurvelet Transform



The RidCurvelet transform is invertible and the reconstruction error is comparable to machine precision. Algorithm 8 details the reconstruction steps. An example of a 3D RidCurvelet atom is represented in Figure 17. The RidCurvelet atom is composed of planes with values oscillating like a wavelet in the normal direction, and well localized due to the smooth function used to extract blocks on each wavelet scale.



Fig. 17. Examples of RidCurvelet atoms at different scales and orientation. The rendering is similar to that of figure 15. The right plot is a slice from a cube containing the three atoms shown here.



40



Algorithm 8: The Inverse RidCurvelet Transform Data: An initial block size B, and the RidCurvelet coefficients : series of wavelet-space lines indexed by a scale, angles (θ1 , θ2 ), and a 3D position (Bx , By , Bz ) Result: The reconstructed data cube X begin for all scales from the finest to the second coarsest do Create a 3D cube the size of the current scale (according to the 3D wavelets used in the forward transform) ; for each block position (Bx , By , Bz ) do Create a block B of size B × B × B ; for each line (θ1 , θ2 ) indexed with this position do − Apply an inverse 1D wavelet transform ; − Apply a 1D FFT ; − Put the obtained Fourier line to the block, such that the line passes through the origin of the block with the angle (θ1 , θ2 ) ; − Apply a 3D IFFT ; − Add the block to the wavelet scale at the position (Bx , By , Bz ), using a weighted function if overlapping is involved; if the scale number is even then according to the parabolic scaling : ; B = 2B (in the undecimated wavelet case) ; B = B/2 (in the pyramidal wavelet case) ; Apply a 3D inverse isotropic wavelet transform ; 4.4



Application: Structure Denoising



In sparse representations, the simplest denoising methods are performed by a simple thresholding of the discrete curvelet coefficients. The threshold level is usually taken as three times the noise standard deviation, such that for an additive gaussian noise, the thresholding operator kills all noise coefficients except a small percentage, keeping the big coefficients containing information. The threshold we use is often a simple κσ, with κ ∈ [3, 4], which corresponds respectively to 0.27% and 6.3·10−5 false detections. Sometimes we use a higher κ for the finest scale [3]. Other methods exist, that estimate automatically the threshold to use in each band like the False Discovery Rate (see [69, 70]). The correlation between neighbor coefficients intra-band and/or inter-band may also be taken into account (see [71, 72]). In order to evaluate the different transforms, a κσ Hard Thresholding is used in the following experiments. A way to assess the power of each transform when associated to the right 41



structures is to denoise a synthetic cube containing plane- and filament-like structures. Figure 18 shows a cut and a projection of the test cube containing parts of spherical shells and a spring-shaped filament. Then this cube is denoised using wavelets, RidCurvelets and BeamCurvelets.



Fig. 18. From left to right : a 3D view of the cube containing pieces of shells and a spring-shaped filament, a slice of the previous cube, and finally a slice from the noisy cube.



As shown in figure 19, the RidCurvelets denoise correctly the shells but poorly the filament, the BeamCurvelets restore the helix more properly while slightly underperforming for the shells, and wavelets are poor on the shell and give a dotted result and misses the faint parts of both structures. The PSNRs obtained with each transform are reported in Table 1. Here, the Curvelet transforms did very well for a given kind of features, and the wavelets were better on the signal power. In the framework of 3D image denoising, it was advocated in [2] to combine several transforms in order to benefit from the advantages of each of them.



Fig. 19. From left to right : a slice from the filtered test-cube (orignial in figure 18) by the wavelet transform (isotropic undecimated), the RidCurvelets and the BeamCurvelets.
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Table 1 PSNR of the denoised synthetic cube using wavelets, RidCurvelets or BeamCurvelets
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Fast Curvelets



Despite their interesting properties, the first generation curvelet constructions presents some drawbacks. In particular, the spatial partitioning uses overlapping windows to avoid blocking effects. This leads to an increased redundancy of the transforms which is a crucial factor in 3D. In contrast, the second generation curvelets [73, 74], exhibit a much simpler and natural indexing structure with three parameters: scale, orientation (angle) and location, hence simplifying mathematical analysis. The second generation curvelet transform also implements a tight frame expansion [73] and has a much lower redundancy. Unlike the first generation, the discrete second generation implementation will not use ridgelets yielding a faster algorithm [73, 74]. The 3D implementation of the fast curvelets was proposed in [21, 75] with a public code distributed (including the 2-D version) in Curvelab, a C++/Matlab toolbox available at www.curvelet.org. This 3D fast curvelet transform has found applications mainly in seismic imaging, for instance for denoising [76] and inpainting [77]. However, a major drawback of this transform is its high redundancy factor, of approximately 25. As a straightforward and somewhat naive remedy to this problem, the authors in [21, 75] suggest to use wavelets at the finest scale instead of curvelets, which indeed reduces the redundancy dramatically to about 5.4 (see Section 5.3 for details). However, this comes at the price of the loss of directional selectivity of fine details. On the practical side, this entails poorer performance in restoration problems compared to the full curvelet version. Note that directional selectivity was one of the main reasons curvelets were built at the first place. In this section, we begin by describing the original 3D Fast Curvelet transform [21, 75]. The FCT of a 3D object consists of a low-pass approximation subband, and a family of curvelet subbands carrying the curvelet coefficients indexed by their scale, position and orientation in 3D. These 3D FCT coefficients are formed by a proper tiling of the frequency domain following two steps (see Figure 22): • Cartesian coronization or multiscale separation: first decompose the object into (Cartesian) dyadic coronae in the Fourier domain based on concentric cubes; • Angular separation: each corona is separated into anisotropic wedges of 43



trapezoidal shape obeying the so-called parabolic scaling law (to be defined shortly). The 3D FCT coefficients are obtained by an inverse Fourier transform of applied to each wedge appropriately wrapped to fit into a 3D rectangular parallelepipeds. After detailing these two steps, we express the redundancy factor of the original 3D FCT which will motivate the Low-Redundancy implementation [78] presented afterwards. In the last part of this section, we present a few application of the 3D Fast Curvelet transform.



5.1



Cartesian coronization



The multiscale separation is achieved using a 3D Meyer wavelet transform [67, 79], where the Meyer wavelet and scaling functions are defined in Fourier domain with compactly supported Fourier transforms. Let’s denote ψj as the Meyer wavelet at scale j ∈ {0, · · · , J − 1}, and φJ−1 the ˆ scaling function at the coarsest scale. The Meyer wavelets ψ(ξ) are defined in Fourier domain as follows :



ˆ = ψ(ξ)



    exp−i2πξ sin( π2 ν(6|ξ| − 1)),   



exp      



−i2πξ



if 1/6 < |ξ| ≤ 1/3



cos( π2 ν(3|ξ| − 1)), if 1/3 < |ξ| ≤ 2/3 ,



0



elsewhere



where ν is a smooth function, that goes from 0 to 1 on [0, 1] and satisfies ν(x) + ν(1 − x) = 1. Associated to this wavelet is the Meyer scaling functions defined by     1,   



if |ξ| ≤ 1/6



ˆ = cos( π ν(6|ξ| − 1)), if 1/6 < |ξ| ≤ 1/3 . φ(ξ) 2      0



if |ξ| > 1/3



Figure 20 displays in solid lines the graphs of the Fourier transforms of the Meyer scaling and wavelet functions at three scales. There is a pair of conjugate mirror filters (h, g) associated to (φ, ψ) whose ˆ gˆ) can be easily deduced from (φ, ˆ ψ). ˆ h ˆ and gˆ are thus Fourier transforms (h, compactly supported. As a consequence, the Meyer wavelet transform is usually implemented in the Fourier domain by a classical cascade of multipliˆ and gˆ. However, the wavelet at the finest scale is supported on cations by h 44



|φˆ2 |



1



|ψˆ2 |



|ψˆ1 |



|ψˆ0 |



0 ˆ j ξ)| |φˆj | = |φ(2 −2/3



−1/2



−1/4



ˆ j ξ)| |ψˆj | = |ψ(2



0 Frequencies



1/4



1/2



2/3



Fig. 20. Meyer scaling and wavelets functions in Fourier domain. In the discrete case, we only have access to the Fourier samples inside the Shannon band [−1/2, 1/2], while the wavelet corresponding to the finest scale (solid red line) exceeds the Shannon frequency band to 2/3. In the original Fast Curvelet implementation, the Meyer wavelet basis is periodized in Fourier, so that the exceeding end of the finest scale wavelet is replaced with the mirrored dashed line on the plot.



[−2/3, −1/6[∪]1/6, 2/3], hence exceeding the Shannon band. This necessitates to know signal frequencies that we do not have access to. As the FCT makes central use of the FFT, it implicitly assumes periodic boundary conditions. Moreover, it is known that computing the wavelet transform of a periodized signal is equivalent to decomposing the signal in a periodic wavelet basis. With this in mind, the exceeding end of the finest scale wavelet is replaced with its mirrored version around the vertical axis at |ξ| = 1/2, as shown in dashed line on Figure 20. Consequently, the support of the data to treat is 4/3 larger than the original one, hence boosting the redundancy by a factor (4/3)d in d-D. ˆ −j ·) and MJ = φˆJ−1 = 2−3(J−1)/2 φ(2 ˆ −(J−1) ·) their Denote Mj = ψˆj = 2−3j/2 ψ(2 Fourier transforms. MJ is a lowpass and the wavelet functions {Mj }0≤j 
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