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Abstract: In this paper we describe the implementation of two Tabu search based algorithms for the Crew Scheduling Problem (CSP). The problem is a standard CSP, for an urban transport problem, formulated as the minimal number of duties necessary to cover a predefined timetable under contractual rules which excludes the possibility of resorting to extra-time. The initial solution is obtained with a run-cutting algorithm. Two algorithms are proposed to improve that initial solution. In the first algorithm the run-cutting procedure is applied again to a subset of the problem in a Tabu search framework guided by a strategic oscillation procedure. The second algorithm uses block partition and matching algorithms embedded in a Tabu subgraph ejection chain to explore the neighborhood. Computational results are presented showing the superior performance of the latter algorithm for the case study. 3.1



INTRODUCTION



In this paper we describe two heuristic algorithms for the Crew Scheduling Problem (CSP). The problem is formulated as the minimum number of duties to cover a predefined timetable under a set of contractual rules, and we consider the case of the Lisbon Metro Company (ML). 37
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META-HEURISTICS: ADVANCES AND TRENDS



As there is no uniformity in the terms used in the literature, it is useful to define the terms used in this paper. The terms trip and block are closely related to the train timetable, while the terms piece of work (or piece) and duty (or run) are related to the crew schedule. A trip is a one-way movement of a vehicle between two terminal points. A block is a sequence of trips assigned to the same vehicle. A piece of work is part of a duty that covers a set of consecutive trips in a block, under certain contractual rules. In the ML case there are two kinds of feasible duties: duties with two pieces of work separated by a meal break and the duties that only have one piece of work, leaving the remaining time free to act as reserve crews. For a glossary of terms in crew scheduling refer to Hartley [14]. Contractual rules can be organized under the following headings: relief points - must be the same at the beginning and end of the duties and meal breaks. When this does not happen join-up time must be allowed for the crew to travel between relief points. pieces of work - maximum of three and half hour and minimum of one and half hour. duty - total durations of nine hours, of which eight are working hours and one is a meal break. meal break - the meal break is one hour and it must coincide with the period of functioning of the canteen (11:00-15:00 and 17:00-22:00), except for the duties which terminate between 14:00-14:30 and 21:00-21:30. A number of exact and heuristic algorithms have been developed for the urban transit crew scheduling problem. These methods have been described in detail in the proceedings of six workshops on computer-aided transit scheduling (Bodin and Bergman [1], Wren [22], Rousseau [21], Daduna and Wren [7], Desrochers and Rousseau [8], Daduna, Branco and Paix˜ ao [6]). There are three main approaches to the Crew Scheduling Problem (see Bodin et al. [2] and Wren and Rousseau [23]): the run-cutting heuristic, the matching algorithm and the set covering formulation. The run-cutting algorithm was used in the 1970’s, in the American RUCUS package and on the Parker and Smith heuristics for the British TRACS system; this is a constructive algorithm used by manual schedulers. The matching method is used in RUCUS-II and in an initial version of HASTUS; the method is divided into three parts: block partition of the timetable, graph generation and duty achievement. The set covering formulation is used in the package IMPACS of the BUSMAN system and in the Crew-Opt package; the latter belongs to an early version of HASTUS. The set covering method in a first stage generates a large set of feasible duties and in a second stage finds the minimal covering set. The most widely used decision support systems at present are probably those of HOT from Germany, BUSMAN from the United Kingdom and HASTUS from Canada. We must also include in this list unpublished systems such as Teleride-Sage and UMA.
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The aim of this paper is to describe two heuristic algorithms for the CSP as the dimension of the problem recommends a heuristic approach (Falkner and Ryan [9]). The first algorithm considers two procedures based on a run cutting approach developed so that the generation and feasibility testing of a duty are done separately in order to increase the capacity of the algorithm to cope with different problems. In an initial stage the algorithm determines a feasible solution which is thereafter improved by performing some local perturbations in the schedule using a tabu search framework. The second algorithm considers the initial schedule given by the run-cutting procedure and improves this schedule by efficiently exploiting the solution space using neighborhoods based on ejection chains and a matching algorithm. 3.2



TABU SEARCH BASED ON A RUN-CUTTING APPROACH: THE TABU-CREW ALGORITHM



In this section we present a tabu search algorithm based on a run-cutting approach for the crew scheduling problem defined in the above section. The algorithm is structured into two phases: construction and improvement. 3.2.1 The run-cutting algorithm In the construction phase, the algorithm determines an initial feasible schedule using a run-cutting approach for creating runs (duties) with one or two pieces of work. The run-cutting method is a traditional procedure used in crew scheduling. The method is inspired by manual schedule procedures and can be implemented in different ways to take advantage of the structure of the particular problem. The algorithm generates a feasible duty (or run) by covering (or cutting) uncovered trips from a block of the timetable; this process is repeated until all trips are covered. In other words the trips of the timetable are successively cover by the duties’ pieces of work, until the cover is complete. The quality of a piece of work is evaluated in terms of the number of trips covered and in terms of the room left for subsequent adjacent pieces. A covering piece that does not leave adjacent trips uncovered is not penalized. An inadequate covering piece leaves a few adjacent trips, insufficient to complete a new piece. All feasible pieces must allow enough room for other pieces or else they could compromise the cover of the total train timetable. In the ML case each duty has a unit cost, so duties with only one piece of work are worse than duties with two pieces, that cover more trips for the same cost. So, the run-cutting heuristic chooses the less costly at each duty stage, allowing a good feasible solution for the CSP. As a second criterion to evaluate alternative pieces a penalty function attributes the inverse of the number of adjacent trips left by a covering piece.
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META-HEURISTICS: ADVANCES AND TRENDS



Generating feasible duties A fundamental drawback of the run-cutting algorithms is their lack of flexibility. In order to overcome these difficulties, we consider a generate-and-test strategy (see Rich and Knight [20]) based on two independent procedures: a generator of combinatorial objects and a checker of contractual rules. With this architecture the algorithm can easily be adapted to incorporate additional constraints. Another drawback of the run-cutting algorithms is their inadequate adaptability to problems where break times must be specified in the runs (Wren and Rousseau [23]). To overcome this we consider combinatorial objects generated in a systematic form. By establishing an analogy with a lexicographic search (Reingold, Nievergelt and Deo [19]), the generation of a piece of work may be viewed as the creation of a subword, of a large word representing a sequence of all the trips in the timetable. 3.2.2 Guiding the run-cutting method using tabu search The improvement phase is an iterative procedure which attempts to reduce the total number of duties using Tabu search (see Glover [10, 11, 12] for a comprehensive description of the method, and Glover [13] for a survey on Tabu search applications). As the optimal timetable cover presents a number of expensive duties (with a single piece of work), improvements may be obtained by reducing the number of expensive duties. In order to open space for new configurations, expensive duties as well as their adjacent duties are destroyed. The procedure is an extension of the run-cutting method described above and implemented in a tabu search framework. Starting with the solution obtained in the construction phase, a new schedule is obtained, at each iteration, cutting a certain number of runs (duties) from the current solution and re-running the subproblem using the run-cutting process. A tabu list is used to avoid the creation of duties (runs) with pieces previously destroyed. As a dynamic tabu list size is used, pieces in expensive duties can be recombined with others in further iterations of the method. Such a procedure, which destroys part of a solution and reconstructs a new solution, step by step, passing through a sequence of incomplete (or non-feasible) solutions until all the trips are covered, represents a form of strategic oscillation. Strategic oscillation is a very suitable technique to explore the solution space in highly constrained problems. 3.3



IMPROVING THE SEARCH USING EJECTION CHAINS: THE RUN-EJECTION ALGORITHM



In this section we will describe a subgraph ejection chain method which when incorporated into a tabu search guiding framework provides an interesting algorithm for the CSP. The method is based on the formulation of the problem as the Maximum Cardinality Matching Problem (MCMP) of a non-bipartite graph G = (X, A). Each piece of work P (xi , xj ) corresponds to a node of the
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graph and for each feasible duty D(xi , xj , yi , yj ) we define an edge A(xij , yij ) on G. The difficulty of this approach is that there are a large number of possible graphs G depending on the way that each block B(x1 , x2 , x3 , x4 , ..., xk ) is partitioned in pieces, where x1 represents the first trip of the block and xk the last trip of the block. Moreover, for each graph there are several possibilities of matching pieces for creating duties. In order to explore this enormous number of alternatives we consider a tabu search framework using compound neighborhoods defined as follows. Neighborhood structures The neighborhood search is based on an embedded neighborhood structure N composed by two substructures N1 and N2 which separate the neighborhood space into two subsets. N1 is an intermediate structure responsible for generating sets of new pieces of work which will replace pieces of the current graph Gk = (Xk , Ak ) transforming it into another graph Gk+1 = (Xk+1 , Ak+1 ). The final neighborhood structure N is obtained by choosing a set of edges in Gk+1 in order to obtain a feasible solution. Notice that N1 is an incomplete neighborhood because it does not define regions of complete (or feasible) solutions but rather changes the neighborhood space in which a new solution will be searched with N2 . In other words, N1 defines a set of directions (arcs) on the solution space graph G to be searched from the current solution Sk . These directions, which restrict the neighborhood space, are represented by the graph Gk+1 and a new neighboring solution Sk+1 is determined by solving the MCMP on Gk+1 . In the algorithm, the neighborhood structure N2 is constructed using a greedy heuristic procedure. At each iteration the procedure searches the piece with the smallest number of links (i.e. the node of Gk+1 with lower degree) and selects one alternative linking it to another piece. We define N = N1 ⊕ N2 as the combination of the two neighborhood structures and use the classical notation, introduced by Hertz and de Werra [15] to denote Sk+1 = Sk ⊕ m, the transition from a solution Sk to a new solution Sk+1 by the application of a move m. Let X be the set of feasible solutions, M1 and M2 the set of moves defined respectively in N1 and N2 . The neighborhood considered in the algorithm can be defined as N (Sk ) = {Sk+1 | ∃m1 ∈ M1 , m2 ∈ M2 with Sk+1 = (Sk ⊕ m1 ) ⊕ m2 , Sk+1 ∈ X}. We now describe the various components of the neighborhood structure considered in this tabu search procedure. As is typical in practical crew scheduling problems, the reduction of the number of duties, even for a randomly generated schedule is hard to realize because problems are very constrained and usually a small change in one part of the schedule requires propagation of changes throughout the entire schedule to produce an improvement (Clement and Wren [5]).
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META-HEURISTICS: ADVANCES AND TRENDS



Generating new pieces of work Based on this assumption we have conceived an ejection chain method in which l at each level l (l = 1, 2, · · · , L) of the chain a subgraph Gk of Glk (G1k = Gk ) ˜ l which is added to is deleted (ejected) and replaced by another subgraph G k l ˜ l . The process is the current graph transforming Glk into Gl+1 = Glk \ Gk ∪ G k k defined by successive delete/add ejection moves, where each delete operation of a subgraph in order to add a new subgraph leads to the generation of another move of the same type. The process ends when no other pair of these operations is carried out. In the ejection chain process, delete/add moves can be carried out by any of the elementary operations defined as follows: a shift operation, which shifts xj the extreme of a piece to the right or to the left transferring a trip between adjacent pieces P1 (xi , xj ) and P2 (xj+1 , xk ) to obtain partitions P1 (xi , xp ) and P2 (xp+1 , xk ) with p = j + 1 or p = j − 1. a cut operation, which cuts one piece P1 (xi , xj ) into two pieces P1 (xi , xk ) and P2 (xk+1 , xj ), a merge operation, which searches for adjacent pieces P1 (xi , xj ) and P2 (xj+1 , xk ) which can be combined into a single piece P1 (xi , xk ). The move m1 mentioned above is composed by combinations of these operations or submoves (one at each level of the chain), m1 = m11 ⊕ m12 ⊕ · · · ⊕ m1L , which defines the ejection chain process generated by N1 . However, such a procedure only defines sequences of ejection moves which create sets of new pieces and their corresponding links to existent pieces, modifying Gk at each level of the chain. Creating new duties To obtain a trial solution it is necessary to define a trial move to evaluate the complete transition from one solution to another. A trial move may be done for each level l of the chain by solving the corresponding MCMP on the current graph Glk . Of course, this would be extremely expensive from the computational point of view. To overcome this difficulty an auxiliary objective function 0



F (Sk ) =| Al+1 | − | Alk | k = was introduced to evaluate the transition from Glk = (Xkl , Alk ) to Gl+1 k 0 (Xkl+1 , Al+1 ). The objective is to maximize F (S ), the criterion for the sek k lection of a move carried out by one of the three operations defined above. Thus, the graph of the problem is successively enriched with new edges allowing a greater number of variables (duties) to be evaluated at each iteration k of the algorithm. Once the chain ends, the final move m2 is carried out by
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∗ applying N2 on the graph Gl∗ k , where l represents the level of the chain where 0 the best value of F was found. The quality of a solution S is given by the objective function F (S) which measures the corresponding number of duties. It is clear that if no condition is imposed for the selection of operations, the 0 cut operation will be frequently chosen for the move according to the F criterion. In order to maintain a good balance of operations and introduce a suitable diversification of the search, operations are randomly selected throughout the ejection chain. In the tabu search algorithm, the tabu list is used with two purposes: 1) guiding moves in the ejection chain process; 2) avoiding the search to fall into solutions previously visited. For the first point, a tabu tenure of a single iteration is considered forbiding a piece of work to be modified again, up to the end of the ejection chain in order to propagate the search throughout the entire schedule. This also satisfies the second point; nevertheless to prevent cycling, reverse operations of moves are put into the tabu list for a certain number θ of iterations, which is randomly generated within an interval [θ, θ]. Reverse operations are shift-left/shift-right and cut/merge. In addition to the strategic oscillation implicit in the ejection chain process, a diversification strategy was implemented by introducing an addition term in the move evaluation function in order to favour the insertion of edges linking nodes (pieces) which have frequently represented duties with a single piece of work. To do so we consider a vector φ = (p1 , p2 , · · · , pb ) to record frequencies of pieces identified by their positions, where b is an upper bound for the number of pieces. The frequency values indicate the number of times that each piece was left isolated in the solution of a matching problem. More formally, the move evaluation function can be described as follows: 0



F (Sk ) =| Al+1 | − | Alk | + k



X



max{φ(xij ), φ(yij )}.



(xij ,yij )6∈Glk



3.4



COMPUTATIONAL EXPERIENCE



The performance of Tabu-Crew (TC) and Run-Ejection (RE) algorithms was evaluated for a set of eight timetables represented in Table 3.1. Results are also presented for the Run-Cutting (RC) algorithm which provides the initial schedule for TC and RE algorithms. Comparisons were made between the results obtained by our algorithms and those of the Metro of Lisbon (ML). The computational results for the algorithms are reported in Table 3.2. The computations were performed on a HP9000/712 workstation and algorithms were coded in Pascal. The quality of the solutions is evaluated on the basis of three performance measures: the relative improvements to the number of duties considered by the ML; the matching ratio, that is the percentage of the duties with two pieces of work; and the average of the driving time (in hours) per duty. We can see that all algorithms produce a number of duties which is on average inferior



44



META-HEURISTICS: ADVANCES AND TRENDS Number of Terminus 3 3 3 3 3 2 2 2



Problem H62 (week-days) H63 (week-end) H65 (Saturdays) H66 (Sundays) H68 (week-days) H65a (Saturdays) H66a (Sundays) H68a (week-days)



Table 3.1



Prob. H62 H63 H65 H66 H68 H65a H66a H68a Avg. Avg.



Driving Hours 341 306 349 280 366 349 280 366



Number of Blocks 26 22 25 21 26 25 21 26



Number of Trips 718 654 658 528 685 658 528 685



Characteristics of test problems



Nb. duties/Driv. time ML RC TC RE



% Improvement RC TC RE



% Matching RC TC RE



RC



76/ 4.5 66/ 4.6 80/ 4.4 80/ 3.5 90/ 4.1 80/ 4.4 80/ 3.5 90/ 4.1



79/ 4.3 68/ 4.5 83/ 4.2 68/ 4.1 92/ 4.0 82/ 4.3 65/ 4.3 91/ 4.0



76/ 4.5 65/ 4.7 80/ 4.4 63/ 4.4 87/ 4.2 79/ 4.4 61/ 4.6 86/ 4.3



75/ 4.5 64/ 4.8 78/ 4.5 61/ 4.6 86/ 4.3 76/ 4.6 59/ 4.7 85/ 4.3
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Performance measures and computational times (in seconds).



to the manual solutions implemented by the Lisbon Metro Company. However, the average improvement is not very meaningful for the evaluation of the Run-Cutting algorithm, as manual results for problems H66 and H66a are conditioned by the rostering scheme of the ML which calls for an identical number of duties on Saturdays and Sundays. Nevertheless, we can consider that RC algorithm produces reasonable feasible solutions in a very short time span which makes the algorithm useful for determining starting solutions for improving methods. Moreover, the results obtained by the Tabu-Crew algorithm, which reduced the number of duties of the initial schedule by about 5%, show the efficiency of the method when incorporated into a tabu search procedure. Finally, the RE algorithm reduced the number of duties of the initial schedule by about 7% representing an improvement of 9% on the manual solutions. Also, the Run-Ejection algorithm produces duties of better quality than Tabu-Crew with respect to the matching criterion and achieves the solutions in a much shorter time. The Run-Ejection algorithm is thus very suitable for obtaining high quality solution for planning purposes. We have verified that feasible solutions are difficult to find in timetables with small blocks as occurs in problems H62 and H68. This suggests that the
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computation time depends on the size of blocks more than on the number of trips. Another important feature for the ML is the total driving time which, on average, should be longer than 4.5 hours per duty. This objective is reached by our algorithms for all the problems tested. 3.5



CONCLUSION



We have presented two heuristic algorithms for a real crew scheduling problem faced by the Lisbon Metro Company. The proposed algorithms are part of a decision support system for crew scheduling management. In a first stage we have developed an efficient run-cutting algorithm which provides rapidely an initial feasible solution for two improvement algorithms based on tabu search. The Run-Cutting algorithm considers duties generated in a systematic form, based on the notion of lexicographic search; the feasibility of a duty is tested by an independent procedure. This makes it easy to incorporate additional rules in the algorithm and introduces a straightforward manner for implementations of run-cutting algorithms. As the run-cutting approach constructs feasible solutions from scratch using a greedy criterion, it is reasonable to suspect that better solutions may be found in a restricted neighborhood of this solution. So, the algorithm was adapted to consider local improvements of the initial schedule using a tabu search framework. The implementation of the Tabu-Crew algorithm has shown the importance of using strategic oscillation for searching new crew scheduling solutions, and a candidate list from which the best run is selected for improving algorithm performance (Cavique [3], Cavique and Themido [4]). Ejection chains have produced interesting results in an number of scheduling related problems. Motivated by successful experiments obtained from node based ejection chains (Rego and Roucairol [18]) and subpath ejection chain methods (Rego [16, 17]) for vehicle routing and traveling salesman problems, we have introduced in this paper a special type of ejection chain based on the ejection of subgraphs for the crew scheduling problem. Again, the method proved quite effective for finding good solutions quickly. As the degree of modification of a solution can be easily measured at each level of an ejection chain, this algorithm is thus very suitable for a future real-time decision support system required by ML for daily operation management. References [1] L. Bodin and D. Berman, editors. Workshop on Automatic Techniques for Scheduling of Vehicle Operator for Urban Public Transportation Services, 1975. [2] L.D. Bodin, B.L. Golden, A.A. Assad, and M.O. Ball. Routing and scheduling of vehicles and crews. The state of the art. Computers & Operations Research, 10:63–212, 1983.
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