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2.3 Nature of spectral reflectance curves

But this chapter goes further that an introduction to multispectral imaging. ..... If the multiple reflections are not in phase, ... Spatial noise sources include photo response non-uniformity and dark ...... An image of this chart is presented on Figure 2-11. ..... and testing the various presented spectral reconstruction techniques. 
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Introduction In digital multispectral imaging images with more than three bands are acquired and analysed. Conventional colour digital cameras producing three-band images appear to be limited when high-fidelity colour reproduction is to be performed. Over the last ten years multispectral imaging has focused on certain fields where colour fidelity is of the greatest importance. Prominent among these applications is that of imaging works of art, where an increasing demand for high-quality reproductions has emerged alongside a traditional scientific interest in multispectral imaging. In this framework, this thesis deals with the acquisition and analysis of multi-band images and it is more specifically concern with images coming from art paintings. Fundamental to this thesis and to multispectral imaging is the problem of the reconstruction of spectral reflectance curves from multi-band images. The pixel value of a channel in a multispectral image is the result of: 1) the spectral interaction of the light radiant distribution with the reflectance of an object surface, 2) the spectral sensitivity of the camera combined with the transmittance of the optical path including the filter corresponding to this channel. Retrieving the spectral reflectance function of the object surface at each pixel is highly desirable. We call this process spectral reflectance reconstruction or simply spectral reconstruction. It allows an intrinsic representation of an object surface property which is independent from light spectral distribution and from the spectral sensitivity of the camera used for the multispectral image acquisition. This representation can be used for many different purposes. A colour management system based on the spectral properties of materials is more general than a classical colour management based on colorimetry. Our main interest in this thesis is high fidelity colour management of fine art paintings. For instance, knowing the spectral reflectances in each pixel allows us to simulate the appearance of a painting under any virtual illuminant. Moreover, it allows virtual varnish removal which can be of great help for conservators in their planning of ancient art painting restoration. We can conceptually divide this thesis into two main parts. In the first part we study the problem of reconstructing the spectral reflectance of a material from a multispectral image. This problem presents both theoretically and practically interesting aspects. In the second part, this thesis is dedicated to the IST 1999 20163 European project CRISATEL (Conservation Restoration Innovation Systems for Image capture and Digital Archiving to Enhance Training Education and Lifelong Learning). In this European project a multispectral acquisition system taking 13-channel digital images of high spatial resolution (12,000 x 30,000 pixels) has been developed in order to acquire high-fidelity images of art paintings in museums. This second part of our work is intimately related to the CRISATEL acquisition system. Both parts of this thesis mentioned above fusion properly in a Ph.D. in engineering. General methods of spectral reconstruction not proposed before can be found in this thesis along with its application to an actual acquisition system. We believe that experimental, theoretical and original work appear melted in this thesis in a meaningful and compact way. We choose first to start from the theoretical aspects and step by step show their applications in an existing cutting edge system.
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In the rest of this introduction we describe briefly the chapters that compose this document. The general ideas of this thesis are then structured here as they will be in the rest of the document. Chapter 2. Nature of Data. We introduced in this chapter basic concepts about multispectral imaging including fundamental formulae and the main components of a multispectral system: light sources, filters, CCD and reflectances. Noise sources on multispectral acquisition systems are introduced. But this chapter goes further that an introduction to multispectral imaging. The spectral reflectance databases used on the rest of the thesis are presented and studied. Fourier analysis and Principal Component Analysis (PCA) are the mathematical tools used on their analysis. We emphasize that a new approach for the comparison of different spectral reflectance databases is also developed. This approach is simple and mathematically well founded. It is based on the Froebius distance between matrices. This distance is used as a measure of comparison of the orthogonal PCA bases associated to the studied spectral reflectance databases. Finally in this chapter, we present and analysed a new colour chart developed on the framework of the CRISATEL European project. Chapter 3. Basics of Spectral Reconstruction. This chapter introduces and describes the problem of spectral reconstruction, it also presents a state of the art on existing reconstruction techniques that are illustrated by using computer simulations. We propose a classification of the reconstruction techniques in three paradigms: i) ii) iii)



direct reconstruction, which is based on the inversion of the camera model and needs the physical characterization of the acquisition system; indirect reconstruction or learning-based reconstruction, where a calibrated colour chart and its multispectral image are used to construct a reconstruction operator; reconstruction by interpolation, where the obtained camera responses are interpolated to find an approximation of the corresponding reflectance function.



In our knowledge it is the first time that a survey with this classification is given. We believe it is useful to differentiate methods that have a very different conceptual origin. Our classification is physically and mathematically well founded and helps understanding the limits and requirements of the methods. Chapter 4. Improving Spectral Reconstruction Accuracy. In this brief chapter we describe two original ideas that we introduce to improve spectral reconstruction accuracy. These ideas are not themselves new reconstruction techniques but they can be applied to improve most of the existing spectral reconstruction methods. They are independent and they could even be integrated together if desired. The first idea relates with the generalisation abilities of existing linear reconstruction methods using a priori information about the objects to be imaged. Using the concept of generalisation we propose an algorithm based on intense random resampling that increases the generalisation
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capabilities of such methods. We present simulation results where an improvement of 50% of accuracy is obtained on the test sets used. This appears as a very promising result. The second idea relates with the physical constraints to be respected by the reconstructed spectral curves. We have propose a spline projection operator which is simply applied after reconstruction and appears as a straightforward complement to any existing reconstruction technique. It guarantees that the obtained curves are bounded and at the same time smooth. Chapter 5. Spectral Reconstruction using Mixture Density Networks. We consider the problem of the reconstruction of spectral reflectance curves from multispectral images using techniques based on neural networks. In our knowledge, this is the first time that this approach is applied to the resolution of the spectral reconstruction problem. Our aim is to find a non-linear learning-based method able to provide noise resistance and good generalization. In this chapter two new methods are proposed. The first one uses a neural network to estimate, not directly, spectral curves. In fact, it estimates the coefficients associated to the orthogonal vectors obtained from a Principal Components Analysis (PCA) on a reflectance curves database. This method obtains good results on presence of quantification noise but we were not satisfy of its performance, compared to linear methods, when noise is not present. The second method applies Mixture Density Networks (MDN) to spectral reconstruction. The MDN method is based on the construction of conditional probability distributions between multispectral camera responses and sampled spectral reflectance functions. This approach leads to a reconstruction method obtaining good results when noise is present or not. The method has been tested using simulated and real data, the results being superior to linear methods. Moreover, we describe how the problem of architecture optimisation is solved. This last point makes the final method fully automatic with no parameters to be fixed by hand. Chapter 6. The CRISATEL Acquisition System. A high-resolution multispectral color imaging system has been developed for the European project CRISATEL. This system includes a multispectral camera and a dedicated high power lighting system, both developed by LUMIERE TECHNOLOGY, Paris, France. In this chapter we present and characterize the hardware of the CRISATEL camera. Afterwards, we evaluate this acquisition system and using the data obtained on the evaluation we propose and implement a calibration procedure. Finally, a correction system for the calibrated images is described. This is an experimental chapter where an actual multispectral acquisition system is studied. We have designed and implemented software intimately related to the acquisition system: the calibration and correction systems. These systems aim to acquire images that have not only high visual quality but also a radiometrically controlled signal. Chapter 7. Choosing Filters for accurate Spectral Reconstruction. We consider the problem of filter optimisation for increasing spectral reflectance reconstruction quality. The aim is to design camera filters with spectral transmittances which increase spectral reconstruction accuracy.
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We introduce a criteria for filter selection and the strategy for its optimisation. This criteria, called the v-measure, is originally used for colorimetric filter optimisation. We define a space that we call the Camera Visual SubSpace (CVSS). We apply the v-measure to the CVSS. This allows optimisation of the transmittances without the introduction of a spectral reconstruction stage at each iteration of the optimisation algorithm. The proposed strategy appears to converge towards an acceptable solution. Moreover, it reveals very time-efficient. At the end of this chapter we apply the proposed algorithm to the optimisation of 10 Gaussian-shaped visible filters for the CRISATEL camera. The optimised set of filters are compared by simulation with the actual ones mounted on the camera. Chapter 8. General Results. This chapter shows comparisons of the spectral reconstruction methods presented on this thesis. The data used for the comparisons is obtained from the CRISATEL acquisition system. Chapter 9. Conclusion and Future work. General conclusions and the future prospects open after this thesis are discussed on this chapter.
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2.1 Introduction In this chapter we introduce fundamental facts about multispectral imaging. The chapter is divided in two sections. Firstly we present basic information about how a multispectral acquisition system works. Secondly, we introduce and give insight into the nature of spectral reflectance curves. In the first part the concept of multispectral imaging is introduced. Then, formulae of the image formation process are presented. Components involved in the image formation process of multispectral imaging are briefly introduced: usual light sources, filters and CCDs. We finish this part by treating a fundamental problem of any digital acquisition system: the noise sources. On the second part of the chapter we will focus on the analysis of spectral reflectance curves. This point is basic, before taking any decision concerning design or implementation; we want to understand the nature of spectral curves as much as possible. We first present the Spectral reflectances databases used on this thesis. We analyze them by using various established mathematical techniques and we give insight into their properties. Two sections are dedicated to Fourier analysis and Principal Component Analysis (PCA). In this context we introduce the Froebius norm as a measure of comparison of the orthogonal bases obtained from the PCA. This new approach allows the comparison of different databases. In order to complete the discussion about the nature of spectral reflectance curves we introduce the concept of noise on the measurements of these data. Finally, we present, analyse and compare a new colour chart developed on the framework of the CRISATEL European project.
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2.2 Multispectral imaging We start the discussion about multispectral imaging by the term itself. This name is somehow controversial and its appropriateness is currently being discussed within the scientific community. In general, most people call multispectral camera a device based on a digital greyscale camera, normally using a non-masked CCD (Coupled Charge Device). Several optical filters are interposed in the optical path, and several greyscale images using N filters are obtained. Consequently a multispectral image is a compendium of N images that have been acquired using N different filters. In the case N = 3 we do not call the system multispectral, we call it a digital colour camera. When N is big, for instance 100 the system is call hyperspectral. Hyperspectral acquisition systems are typically found in remote sensing. The techniques used on this field are sometimes very similar to the ones used in multispectral imaging. For a brief survey of Remote Sensing made for the multispectral community see [Schott, 2003]. In Figure 2-1 we show a graphical representation of a multispectral acquisition system. In this case an external barrel containing 6 filters is shown. The barrel rotates to automatically change filters between acquisitions. This is a very common mechanical system found in multispectral imaging but not the only one. There exist systems that do not need any mechanical displacement in order to change the filter transmittance. Liquid Crystal Tunable Filters (LCTF) provide this technology. They are basically an accumulation of different layers, each layer containing linear parallel polarisers sandwiching a liquid crystal retarder element [Brettel et al., 2000].



Greyscale Camera Multispectral Image Observed Object



Filter Barrel



Figure 2-1 Graphical representation of an multispectral acquisition system.



A multispectral camera is then a device using several filters, the exact number used depends on the system and normally varies between 4 and 20. For instance an acquisition system commercialised by ColorAixperts in Aachen, Germany, uses 16 filters, [Herzog and Hill, 2003], and on the European project CRISATEL the camera developed by Lumiere Technologie, Paris, France, uses 10 filters on the visible range of the spectrum, [Cotte and Dupouy, 2003]. The older European project VASARI used seven filters, [Saunders and Cupitt, 1993]. The more extended application of multispectral imaging aims to produce highend colour images. These applications are not in the mass media market at the moment. They are highly specialized. Examples of application can be found in the textile industry [Herzog and Hill, 2003] or on the art-works reproduction [Saunders and Cupitt, 1993]. Recently a 15



multispectral video camera for accurate colour reproduction has been developed using 6 channels, [Ohsawa et al., 2003]. Due to this prominent high end colour reproduction application most of the filters used in multispectral imaging are bandpass filters into the visible range of the electromagnetic spectrum. Currently some researchers consider that the term multispectral imaging is too general. Different names are proposed and used. This wiliness of change is clear in the titles of some recent papers, examples are [Hardeberg, 2003] that uses Multispectral Colour Imaging and [Sun and Fairchild, 2003] that propose the interesting term Visible Spectral Imaging. In the rest of this section we introduce the basic concepts found in a multispectral acquisition system. 2.2.1



Image acquisition system model



The main components involved in an image acquisition process are depicted in Figure 2-2. We denote the spectral radiance of the illuminant by lR(λ) , the spectral reflectance of the object surface imaged in a pixel by r(λ), the spectral transmittance of the optical systems in front of the detector array by o(λ) , the spectral transmittance of the k-th optical colour filter by φk(λ) and the spectral sensitivity of the CCD array by α(λ). Note that only one optical colour filter is represented in Figure 2-2. In a multichannel system, a set of filters are used.



Light Source l R ( λ)



φk(λ)



o(λ)



α(λ)



r(λ) ck



Camera Lens



Filter



Camera Response



Observed Object Figure 2-2 Schematic view of the image acquisition process. The camera response depends on the spectral sensitivity of the sensor, the spectral transmittance of the colour filter and camera lens, the spectral reflectance of the objects in the scene, and the spectral radiance of the light source.



Supposing a linear optoelectronic transfer function of the acquisition system, the camera response ck for an image pixel is then equal to:



ck =



∫



λmax



λmin



lR (λ ) r (λ ) o(λ ) φk (λ ) α (λ ) d λ + nk =



∫



λmax



λmin



r (λ ) wk (λ ) d λ + nk ,



(2.1)
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where wk(λ) = lR(λ) o(λ) φk(λ) α(λ) denotes the spectral sensitivity of the k-th channel, and nk is the additive noise as it will be described in section 2.2.2. The assumption of system linearity comes from the fact that the CCD sensor is inherently a linear device. However, for real acquisition systems this assumption may not hold, for example due to electronic amplification non-linearities or stray light in the camera, [Farrell and Wandell, 1993], [Maitre et al., 1996]. Stray light may be strongly reduced by appropriate black anodised walls inside the camera. For residual stray light and electronic non-linearities appropriate corrections may be necessary. By modelling the nonlinearities of the camera as: ( ck = Γ(



∫



λmax



λmin



r (λ ) wk (λ ) d λ + nk ) ,



(2.2)



we may easily obtain the response: ( ck = Γ −1 (ck )



(2.3)



of an ideal linear camera by inverting the function Γ. By uniformly sampling the spectra at N equal wavelength intervals, we can rewrite equation (2.1) as a scalar product in matrix notation as: ck = r t w k + nk , t



(2.4) t



where r = [r(λ1) r(λ2) ... r(λN)] and wk= [wk(λ1) wk(λ2) ... wk(λN)] are vectors containing the sampled spectral reflectance function, and the sampled spectral sensitivity of the k-th channel t of the acquisition system, respectively. Now, the vector cK= [c1 c2 ... cK ] representing the responses of all K filters may be described using matrix notation as: cK = Θ r + n,



(2.5)



t



where n = [n1 n2 ... nK ] , Θ is the K-line, N-column matrix of filter transmittances multiplied t by the camera characteristics, that is Θ =[wk(λn)] . This matrix represents the spectral sensitivity of each k-th channel at each n-th sampled wavelength. In the following subsections we introduce in more detail three important components that appear as functions on the image formation model of equation (2.1): the light source, the optical filters and the CCD. 2.2.1.1 Light sources In this subsection we introduce one of the most important components of a multispectral system: light sources. We consider their spectral properties which are characterised by their relative spectral radiant distributions. The spectral range of these distributions is usually confined to the visible. However these distributions extent to the infrared and ultraviolet and can have “side effects” that are out of the scope of this thesis (e.g. fluorescence produced by ultraviolet lighting).
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There exists a large variety of light sources obtained either by a natural phenomenon or by a physically created reaction. [Wyszecki and Stiles, 1982] gives the following classification of light sources: • • • • • •



Daylight Thermal radiators Electric discharge lamps Electroluminiscent sources Light Emiting Diodes (LED) Lasers



Multispectral images are normally taken in laboratories or places where the light source is stable, and can be properly controlled and measured. It is rare to find outdoors multispectral images because of the absence of stability and knowledge about the light source. Daylight is then not very commonly used as light source. Electroluminescent sources and LEDs are also not adapted as they use to have a too low radiant energy. We do not know any application of laser in multispectral imaging, even if possible this kind of light is by definition monochromatic and then it has no sense to use it in conjunction with optical filters. Finally, only two kinds of light sources are used in multispectral imaging: thermal radiators and electric discharge lamps. Well known thermal radiators are Tungsten and TungstenHalogen lamps. Examples of electric discharge lamps are Mercury Vapour lamps, Xenon bulbs, Fluorescent lamps or Flashtubes.



Figure 2-3 Two different emisivity functions of (left panel) an halogen lamp and (right panel) n discharge lamp.



In Figure 2-3 we can see two spectral emissivity functions corresponding to a TungstenHalogen and a Xenon discharge lamp. With this figure we illustrate two typical spectral distribution of illuminants which are used in multispectral imaging. We can easily imagine the effect of these different functions on equation(2.1). If all other functions are fixed the camera responses will be very different. We note that in the case of the discharge lamp its spectral emissivity function is not continuous. This fact makes that a discontinuous function appears under the integral sign of equation (2.1). We will come back to this point later in this section but this property can causes serious problems when performing spectral reconstruction. For its continuous shape halogen is one of the most used light sources on multispectral acquisition systems.
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2.2.1.2 Optical Filters In the broadest sense, an optical filter is a device or material that changes selectively or non selectively the spectral distribution of the incident radiant flux, [Wyszecki and Stiles, 1982]. A filter may be designed to select a region of the spectrum within which a portion of the incident radiant flux is transmitted, whereas at all other regions of the spectrum the incident flux is not transmitted. This kind of filters is called bandpass and is often used in multispectral imaging. Depending on the size of the band they are classified as narrow or wide band filters. This classification is fundamental and has important consequences in the properties of the images. In Figure 2-4 we show two Gaussian-shaped filters centred at 600 nm. The area contained under the spectral transmittance of a wideband filter is bigger than for narrowband filters, this implies low spectral resolution but high signal to noise ratio. On the other hand, the nature of the wideband integration performs a low pass filtering. Narrow band filters gives more useful information as they can be seen as an approximation to the Dirac sampling function. In multispectral acquisition systems we currently find three types of filter technology. We will briefly describe them here for completeness. •



Absorption filters. They are made of glass, gelatine or liquids in which colouring agents are dissolved or suspended. The incident radiant flux on the first surface of the filter propagates throught the filter medium and emerges from the second surface. Portions of the radiant flux arriving at the first and second surfaces are lost by reflection, whereas the remaining portions are transmitted but reduced because of absorption within the filter medium.



•



Interference filters. They are multilayer thin-film devices. Wavelength selection is based on the property of destructive light interference. Incident light is passed through coated reflecting surfaces. The essential component of these filters is the simplest Fabry-Perot interferometer, two partially reflecting thin-film layers separated by a dielectric spacer. The distance between the reflective coatings determines which wavelengths destructively interfere and which wavelengths are in phase and will ultimately pass through the coatings. If the reflected beams are in phase, the light is passed through two reflective surfaces. If the multiple reflections are not in phase, destructive interference reduces the transmission of these wavelengths though the device to near zero. This principle strongly attenuates the transmitted intensity of light at wavelengths that are higher or lower than the optimal wavelength for which the multiple reflection are in phase.



•



Electronically Tuneable Filters (ETF). A tuneable filter is a device whose spectral transmission can be electronically controlled through the application of voltage or an acoustic signal. There are no moving parts and no discontinuity in the spectral transmission range, thus providing finer spectral sampling, and rapid and random switching between bands. A wide variety of different ETFs is commercially available. The majority of them can be classified under three categories: liquid crystal devices based on birefringence, acousto-optical based on diffraction, and Fabry-Perot based on optical interference. We will not give here more details about them, please, refer to [Poger and Angelopoulou, 2001] for an easy to read introduction to their properties.
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Figure 2-4 Two Gaussian-shaped filters centred at 600 nm, (left panel) a wideband filter, (right panel) a narrowband filter.



2.2.1.3 CCD sensitivity Existing multispectral cameras are based on Charge Coupled Devices (CCDs). A CCD is a silicon-based integrated circuit consisting of a dense matrix of photodiodes that operate by converting photons into electronic charge. Electrons generated by the interaction of photons with silicon atoms are stored in a potential well and can subsequently be transferred across the chip through registers and output to an amplifier. We will not get into details of the physics of a CCD that are complex and cumbersome. For the design of a multispectral system we need to know the CCD sensitivity as a function of wavelength.



Figure 2-5, Two examples of CCD sensitivity functions: (left panel) Eikonix CCD, (right panel) Thompson linear array CCD.



In Figure 2-5 we show the spectral sensitivity functions of two different CCDs. On the left panel we present the sensitivity of the CCD used in an Eikonix camera and on the right panel the sensitivity of the Thomson linear array that is used in the CRISATEL camera produced by Lumiere Technologie. Both curves are drawn as given by the manufacturers. In this figure we can already see one general feature of CCD sensitivity that is higher on the red part of the visible spectrum than on the blue region. This means, when combined with Tungsten-Halogen lamps, that the resulting imaging system needs to compensate this lack of sensitivity in the blue range by a higher exposure time. The result is that the signal in the blue range is more affected by noise. Currently, CCD manufacturers make efforts to compensate this problem, 20



lastest generation of CCDs for astronomical imaging perform better on the lower side of the visible spectrum.



2.2.2



Noise into the image formation process



We have seen that the image formation process presented in 2.2.1 is noisy. We rewrite here for clearness equation(2.5): cK = Θ r + n ,



(2.6)



where n is the vector of random noise. In this subsection we are interested in the nature of n. We will see that n can be decomposed into several components. Understanding the different sources of noise in a multispectral system can be of great use. In the following we describe the main sources of noise found in this sort of systems. 2.2.2.1 Noise sources related to a CCD. We can classify noise sources into two types: temporal and spatial. Temporal noise can be reduced by frame averaging, while spatial noise cannot. However, some spatial noise can be removed by frame subtraction or gain/offset correction techniques. Examples of temporal noise that are discussed in this subsection include shot noise, output amplifier noise, and dark current shot noise. Spatial noise sources include photo response non-uniformity and dark current non-uniformity. According to [Eastman Kodak, 2001], we have the following noise sources associated with a CCD: •



Dark Current is the result of imperfections or impurities in the depleted bulk silicon or at the silicon-silicon dioxide interface. These sites introduce electronic states in the forbidden gap which act as steps between the valence and conduction bands, providing a path for valence electrons to sneak into the conduction band, adding to the signal measured in the pixel. The efficiency of a generation centre depends on its energy level, with states near mid-band generating most of the dark current. The generation of dark current is a thermal process wherein electrons use thermal energy to hop to an intermediate state, from which they are emitted into the conduction band. For this reason, the most effective way to reduce dark current is to cool the CCD, decreasing electrons of the thermal energy required to reach an intermediate state. Dark current generates two types of noise: dark current non uniformity and dark current shot noise. Dark current non-uniformity is a noise that results from the fact that each pixel generates a slightly different amount of dark current. This noise can be eliminated by subtracting a dark reference frame from each image. The dark reference frame should be taken at the same temperature and with the same integration time as the image. This is normally performed at the calibration stage. Although the dark signal can be subtracted out, the shot noise associated with this signal cannot. As in the case of photon shot noise, the amount of dark current shot noise is equal to the square root of the dark signal, D:



σ dark = D .



(2.7)



There exist sources of dark current that do not follow the general dark current equation and cannot be reliably subtracted out. Examples include dark current spikes, generated by
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proton-induced cluster damage or by various metallic contaminants, contained in the bulk silicon. •



Shot Noise is the noise associated with the random arrival of photons at any detector. It is the physical fundamental limit of light detection systems in noise performance. Since the time between photon arrivals is governed by Poisson statistics, the uncertainty in the number of photons collected during a given period of time is simply:



σ shot = S ,



(2.8)



where σ shot is the shot noise and S is the signal, both expressed in electrons. So a 10,000electron exposure will have a shot noise of 100 electrons. This implies that the best signalto-noise ratio possible for a 10,000-electron signal is 10,000/100 = 100. •



Output Amplifier Noise is composed of two primary sources, white noise and flicker noise. Together, they make up the CCD’s “read out noise”: 1. The output amplifier has a resistance that causes thermal noise. The effective resistance in this case is the output impedance of the source follower. This type of thermal noise is sometimes called ‘Johnson noise’ or simply ‘white noise,’ since its magnitude is independent of frequency. 2. Flicker Noise, also called 1/f noise, is a noise that has an approximately inverse dependence on the amplifier frequency. The higher the frequency or pixel rate, the lower the noise. More specifically, the noise power decreases by a factor of 10 for each decade increase in frequency. In general, white noise increases with amplifier area. Assuming a constant drain current, Flicker noise decreases with amplifier area. The goal of amplifier design is to find the lowest-noise compromise between competing geometries for the desired operating frequency. But read out noise always exists.



•



Photo Response Non-Uniformity (PRNU): Due to process variations, not all pixels demonstrate the same sensitivity to light. The result at the pixel-to-pixel level is a faint checkerboard pattern in a flat-field image. Usually this variation is on the order of a percent or two of the average signal, and is linear with average signal. The noise associated with this variation in sensitivity can be removed by ‘flat-fielding,’ a process by which a previously-captured flat-field image is used to calibrate out the differences between pixels. This is obviously done at calibration step. Although this process removes the photo response non-uniformity, the subtraction of images introduces an increase in shot noise by a factor 2.



Once we know the more important sources of CCD noise we realize that the model in equation (2.6) cannot take into account spatial noise sources. This is because the equation represents the acquisition process of one pixels. There is an underlying assumption: “all pixels in the CCD behave in the same way”. As a consequence, PRNU and spatial dark current noise must be treated in a pre-spectral reconstruction stage, let’s call it calibration. In any case errors introduced in the calibration are errors that will affect the spectral reconstruction. This source of error is normally not taken into account and we expect the result of the calibration stage to be as good as possible.
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The noise sources in a CCD camera normally taken into account in the multispectral community, see [Haneishi et al., 1997] or [Burns, 1997], are dark current NDC, read-out noise NRO and shot noise NS. Dark current and read-out noise are both signal-independent while shot noise NS is signal-dependent [Healey and Kondepudy, 1994]. Other noise sources are normally ignored. Consequently, CCD noise can be expressed as: n = NDC + NRO + NS .



(2.9)



It is known that dark current noise has a positive mean and fluctuates around it, while read out noise and shot noise have zero mean. Representing the dark current noise by a positive mean N DC plus fluctuation nDC we have:



NDC = N DC + nDC .



(2.10)



Then equation (2.9) can be rewritten as:



n = N DC + NC + NS ,



(2.11)



where NC = nDC + NR .



N DC can be estimated at the calibration stage, and subtracted from the obtained image as part of pre-processing. The remainder consists of signal-independent noise NC and signaldependent noise NS. The variance of the remaining noise, σ n2 , can be expressed as the sum of the variances of NC and NS because the occurrence of each one of these noises is independent of the other:



σ n2 = σ C2 + σ S2 ,



(2.12)



where σ C2 and σ S2 represent the variances of signal-independent noise and signal-dependent noise, respectively. The characterization of the noise requires some experimentation to obtain actual values of the parameters involve in the noise model. This requires access to dedicated equipment and is time consuming, normally it is done in a laboratory or a controlled environment. The data from this analysis can be exploited at the spectral reconstruction stage. We will see for instance the Wiener filter that integrates such data. 2.2.2.2 Quantification Error The process of transforming an analog signal into its digital counterpart introduces noise, which is intrinsic to the quantization process and is a consequence of the loss of information that happens when an analog signal is packed into a finite representation. Consequently we are forced to deal with this kind of noise as all digital cameras provide quantized values for the image pixels. The relationship between the number of bits b used to quantize the camera response, and the signal-to-noise ratio (SNR) is given by:
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2  c SNR[dB] = 10 log10   c − quant (c) b 



 , 2 



(2.13)



where quantb (c) represents the quantisation of c into b bits. Note that the camera responses are normalised before quantization so that the response of a perfect reflecting diffuser yields to the maximum value cmax = 1. 2.2.2.3 Other sources of error In the two preceding subsections we spoke about sources of errors associated with the camera itself but noise errors can exist in other parts of the multispectral acquisition system. •



In a multispectral system we use often calibrated colour charts. These charts are measured by a spectrophotometer. These measurements are not free of noise.



•



Differences in viewing/illumination geometry between the image acquisition setup and the reflectance measurements of the colour charts obtained with a spectrophotometer.



•



A dedicated illuminant is normally used in multispectral imagery. Any temporal instablility of the illuminant introduces errors.



•



Deviation from the linear acquisition model due to effects such as i) insufficiently corrected non-linear transfer function, ii) too coarse spectral sampling, iii) residual camera sensitivity outside of the wavelength interval used in the model, and iv) fluorescence.



At this moment we understand that noise is significant in multispectral imaging. In the rest of this thesis we will come back to this problem extensively. We will study the noise in the framework of the real CRISATEL acquisition system in Chapter 6.



24



2.3 Nature of spectral reflectance curves In this section we are interested in the nature of spectral reflectance because it is a physical characteristic of object surfaces. Knowing the spectral reflectance of a surface is richer than just knowing colour as colour is a psychophysical concept while reflectance is physical. Reflectance is then attached to the imaged object while colour depends on several factors such as the illumination, the spectral sensitivity of the observer or the appearance of surrounding objects. Moreover, colour can easily be deduced from spectral reflectance. Here, we try to give some insight into the nature of spectral reflectances, specially into the ones we will use in the rest of the thesis. The section is organised as follows. We first present the spectral reflectance databases used on this thesis. Afterwards, we perform a Fourier analysis of these databases. This justifies the smoothness found on the spectral curves and the used sampling ratio. Then, we statistically analyse the databases by Principal Component Analysis (PCA). In this context we introduce the Frobenius norm as a measure of comparison of the orthogonal bases obtained from the PCA. This new approach allows the comparison of different databases. In order to complete the discussion about the nature of spectral reflectance curves we introduce the concept of noise on the measurements of these data. Finally, we present, analyse and compare a new colour chart developed on the framework of the CRISATEL European project.



2.3.1 Spectral Reflectance Databases We use several databases of spectral reflectances in this thesis. We present them in the following. The first three of them are kindly provided by D. Saunders from The National Gallery, London, the last one is downloaded from the Color Research Laboratory at University of Joensuu [Jaaskelainen, 1994]: • • • • •



•



the “Kremer” database contains 184 spectral curves of pigments produced by Kremer Pigmente, Germany. the “Selected Artists” database contains 67 pigments chosen among a collection of artist’s paintings. the “Restoration” database contains a selection of 64 pigments used in oil painting restoration. the “Munsell” database is not issue from the same canvas painting environment. It contains spectral curves corresponding to 1269 matte Munsell colour chart samples. the “MacbethDC” database. We have scanned in our laboratory a GretagMacbethTM DC color chart using a Minolta CS-100 spectroradiometer. From this experiment we obtained 200 spectral curves from 380 to 780 nm sampled at 1 nm intervals, each curve corresponding to a colour patch of the chart. In Figure 2-6 we can see an image of the scanned chart. the “Pine Tree” database. This database contains 370 spectral reflectances of the needles of young (less than 40 years old) individual Scots pines. This is part of an experiment to measure forest reflectances conducted by Vaisala Laboratory, University of Joensuu, Finland. In the same experiment Norway spruce and the leaves of a birch were also measured but we do not use them as dataset.. The data were collected in Finland and Sweden. Measurements using a PR 713/702 AM spectroradiometer were made in clear weather during the growing season in June 1992. Each measurement represents the average spectrum of thousands of leaves of a 25



growing tree. For further reference on this experiment see [Jaaskelainen, 1994]. We include this database in some of our tests because its nature is fundamentally different from the others we presented above.



Figure 2-6 Image of the GretagMacbethTM DC color chart.



These databases having been acquired in different laboratories, consequently sampled at different rates and with different wavelength limits, we resampled them in order to represent each spectral reflectance curve as a sequence of regularly sampled values from 400 to 760 nm at 10 nm intervals, which corresponds to 37 values. This is a way of preparing data to be analysed homogeneously. 2.3.2 Fourier Analysis. Spectral reflectances of pigments being smooth functions, they are band limited as shown by [MacDonald et al., 1999] who performed a Fourier analysis over several spectral reflectance data sets. In this section we apply the discrete Fourier transform (DFT) to our spectral data. We use the fast Fourier transform (FFT) for the analysis, that is a well known quick implementation of the DFT. Our aim is to show which frequencies are included in our particular data sets. As it is well known, the Fourier transform is based on the assumption that it is possible to take any periodic function of time x(t) and resolve it into an equivalent infinite summation of sine waves and cosine waves with frequencies that start at 0 and increase in integer multiples of a base frequency f0 = 1/T, where T is the period of x(t). The expansion is: ∞



x(t ) = a0 +



∑ (a



k



cos(2π kf 0t ) + bk sin(2π kf 0t )) .



(2.14)



k =1



An expression of the form of the right hand side of this equation is called a Fourier Series. A Fourier Transform aims to calculate all the ak and bk values to produce a Fourier Series, given the base frequency and the function x(t). The a0 term can be understood as the cosine coefficient for k=0. There is no corresponding zero-frequency sine coefficient b0 because the sine of zero is zero, and therefore such a coefficient would have no effect. Of course, we cannot do an infinite summation of any kind on a real computer, so we have to settle for a finite set of sines and cosines. Our signals having a finite number of samples they are represented by a vector of 37 numbers as indicated in section 2.3.1. We can pretend that the function x(t) is periodic, and that the period is the same as the length of the elements vector representing the signal. In other words, this vector of 37 coefficients is repeated forever, and we call this periodic function x(t). The duration of the repeated section defines the base frequency f0 in the equations above. Then, f0 = samplingRate / N, where N is the number of samples (37).
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The output of the Fourier Transform will be the sine and cosine coefficients ak and bk for the frequencies f0, 2* f0, 3* f0, etc. This pairs ak and bk are normally represented as a complex number. The FFT is an algorithm which converts a sampled complex-valued function of time into a sampled complex-valued function of frequency. In our case spectral reflectance curves are real-valued functions, so all the imaginary parts of the input are set to zero (this is done automatically for most FFT implementations). In order to properly understand the FFT, the following equation shows the relationship between the inputs and outputs that the FFT algorithm tries to approximate: N −1



yp =



 kp  kp     xk  cos  2π  + i sin  2π  , N N     k =0



∑



(2.15)



where xk is the kth complex-valued input (time-domain) sample, yp is the pth complex-valued output (frequency-domain) sample, and N is the total number of samples. Note that p is in the range [0..N-1]. This formula is the discrete version of the Fourier transform or DFT but it is not how the FFT algorithm is implemented. Raw DFT calculation requires O(N2) operations, whereas the FFT requires O(N*log2(N)). Clearly the FFT is quicker than the raw DFT, but the algorithm loses some precision and impose some conditions. In this sense an important point to take into account is N, the size of the array given as output by the FFT. The value of N in the FFT must be a positive integer power of 2. For example, an array of 1024 is allowed, but one of size 1000 is not. The smallest allowed array size is 2. There is no upper limit to the value of N other than limitations inherent in memory allocation. This limitation is imposed by the FFT algorithm to be able to execute in O(N*log2(N)). If this limitation does not hold a normal DFT could be computed, but the order of the algorithm becomes O(N2) as said above. We choose N (FTT output) as the smaller power of two containing the signal to be analysed. The ordering of the frequencies ak and bk in the output of the FFT merit some attention because they contain both positive and negative frequencies. Both of them are necessary for the method to work when the inputs are complex-valued (i.e. when at least one of the inputs has a non-zero imaginary component). Most of the time, the FFT is used for strictly realvalued inputs, as it is the case in our analysis. The FFT, when fed with real-valued inputs, gives outputs whose positive and negative frequencies are redundant. They are complex conjugates, meaning that their real parts are equal and their imaginary parts are negatives of each other. Our inputs being real-valued, we can get all the needed frequency information just by looking at the first half of the output arrays. As a consequence just half of our N array is useful and intervals [0..N/2 - 1] and [N/2..N-1] present symmetric values. At this point, we have described the operation of the FFT in terms of speed and other important considerations to take into account, but in order to proceed with the analysis we need to describe the data obtained in the first half of the output array. The index N/2 is a special case: it corresponds to the Nyquist frequency, which is always half the sampling rate. Nyquist frequency is in our case f0 /2, that is the biggest frequency component of the original input signal that could be recover. FFT inputs being real numbers, the Nyquist frequency index N/2 -1 in the output will always have a real value (meaning the imaginary part will be zero, or something really close to zero due to floating-point roundoff errors). This is due to the symmetry mentioned above, so the Nyquist frequency is its own negative frequency counterpart. Therefore, it must equal its own complex conjugate, which in turn forces it to be a real number.
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The first element of the FFT output array, i=0 contains the average value of all the input samples. For the output indices i = 0, 1, 2, ..., N/2-1, the value of the frequency expressed in Hz is f = samplingRate * i / N. The negative frequency counterpart of every positive frequency index i = 0, 1, 2, 3, ..., N/2-1, is i' = N - i. In our analysis we are mainly interested in the magnitude of each frequency component, normally called the power spectrum. In fact, this is sensible because one of the aims of our analysis is to see if our signals are bandlimited; for this purpose, only the magnitudes of the frequency components are important. We calculate the power spectrum as follow powerSpectrum = FFToutput x ( FFToutput)* / N ,



(2.16)



where * represents the complex conjugate and operation x is the multiplication of two vectors element by element. In Figure 2-7 we show some examples of reflectance curves with their calculated power spectrum. Note that because of the division by N in equation (2.16) the used power spectrum is a power spectrum distribution where the areas are normalised. Three important details are to be taken into account when looking at these curves: •



•



•



Because Fourier analysis supposes that the curves are periodic, we have periodised the signals. This operation involves two steps: i) we modify the function in order to fit zero on the first at last elements of the signal, ii) we mirror (central symmetry) this modified signal. Due to this process our original of 37 samples curves become periodic signals of 72 samples. Because the FFT algorithm just works on signals having number of samples equal to a power of two, we look for the closest power of two that contains our signals. In our case this power is 128, we complete our 72 samples signal with zeros up to 128 and we feed the FFT algorithm with this data. Finally, the FFT algorithm outputs a 128 elements complex vector, we apply equation (2.16) on it to obtain the power spectrum. Due to the symmetrical structure of the output data just the first half 64 elements contain significant information going from the so called DC (smaller) frequency to the Nyquist (highest) frequency.



In the three samples shown in Figure 2-7 we clearly see that most of the power spectrum is nearly zero, note that the vertical axis are different because the curves have the same area but different shapes. Values that can be consider non zero are concentrated in the left hand side of the power spectral graphs. In order to finish our analysis we perform the power spectrum for all the curves contained in our databases. This results are shown together in Figure 2-8. But some further analysis is needed to find a frequency threshold that will summarize numerically that our signals are clearly bandlimited. In order to find such a threshold, after performing the power spectrum for all curves in a database we calculate the mean power spectrum of all of them. As we normalize magnitudes of the frequency components between 0 and 1 we choose a value less than 0.0005 as being an indicator of no presence of these frequency components in the curves. Finally, we sequentially access the FFT output vector from the N/2-1 element (corresponding to the Nyquist frequency) in decreasing order. The frequency associated to the first element found having a magnitude bigger than 0.0005 is the searched frequency threshold. This threshold is graphically shown in Figure 2-8 as a vertical dashed line.
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Figure 2-7 (left panels) three spectral reflectance curves coming from the Kremer database, (right panels) corresponding power spectrum distribution.
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Figure 2-8 Power spectrum of 30 curves in the databases: Restoration (left top panel), Selected Artists (right top panel), Kremer (left central panel), MacbethDC (right central panel), Pine Tree (left bottom panel), Munsell (right bottom panel). Space between dashed lines and left vertical axes indicate the band where signals present frequency components higher than the threshold.



In Table 2-1 we indicate the exact values of the calculated thresholds for all our databases. This threshold can be easily used to compare the databases. As a conclusion we can say that our databases are indeed bandlimited. Table 2-1: Fourier analysis results.



Kremer Selected Artists Restoration Macbeth DC Pine Tree Munsell



frequency threshold 17 19 20 23 15 17
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2.3.3 Principal Component Analysis. Principal Component Analysis (PCA) is a well known statistical tool that finds an orthogonal basis for the analysed data in which each vector of the basis has an associated energy that indicates the statistical relevance of the vector. PCA is a linear method based on second order moments over data (variance analysis). If the reader is not familiar with PCA he will find suitable introductions to this technique in most introductory textbooks to statistics or linear algebra as [Golub and VanLoan, 1983] or [Lawson and Hanson, 1974]. PCA has been extensively used in the context of multispectral imaging as a technique for compression. See for instance [MacDonald et al, 2001] for a complete paper on this subject. In order to reduce the number of coefficients representing a reflectance curve a few PCA coefficients keeping most energy of the signal are used. As an example, we show on the left panel of Figure 2-9 the accumulated variance per singular value for the Macbeth colour chart. On the right panel of the same figure we can see its normalized singular values plotted against a logarithmic scale. We want to note that keeping only the first singular values keeps most of the variance and consequently this basic fact can be directly used for compressing spectral reflectance functions.



Figure 2-9. (left panel) Accumulated variance per singular values for the Macbeth colour chart, (right panel), normalized singular values plotted against a logarithmic scale



We performed a principal component analysis over all our spectral databases because we want to understand the statistical nature of their spectral reflectance. In Table 2-2 the results of this analysis indicate the dimension of the orthogonal basis needed to keep 90% and 99% of signal variance. Table 2-2: PCA analysis results.



Kremer Selected Artists Restoration Macbeth DC Pine Tree Munsell



90 % 7 6 6 6 4 6



99 % 22 16 14 15 21 21
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With the performed analysis at 99% of signal variance we clearly see that the databases have very different complexity. But at the moment our analysis just deals with the effective dimensionality of data. This kind of results are very useful for compression. For instance, we could decide to use 22 PCA coefficients for representing the spectral curves of the Kremer database. Spectral curves being sampled at 10nm intervals on the visible range from 400 to 760 nm. They are represented by a vector of 37 numbers. Reducing this vector to 22 coefficients supposes a 1.7 compression ratio while keeping a high quality in the curves. For less exigent applications 7 components could be enough, giving a 5,3 compression ratio. In this chapter we are not directly interested in compression but we would like a way of comparing the spectral curves of different databases. The fact that two databases have equal PCA dimension at 90% or 99% variance does not mean that both databases are similar. In fact, they could contain very different sorts of curves while having similar dimensions. This fact motivated us to go further in the analysis of this datasets and to compare the spaces obtained by the PCA. These spaces are represented by reduced orthogonal basis that keep most energy (e.g. 99%) from the original analysed spaces. Mathematically, we seek for a measure of similarity between two subvectorial spaces of the same vectorial space. In the quest for this measure we come back to linear algebra and found the Froebius norm [Golub and Van Loan, 1983]. We recall its definition and some properties in the following: Froebius norm definition of a MxN matrix A is defined as: m
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where aij is the i-th row j-th column element of matrix A. Froebius norm is invariant with respect to orthogonal transformations. OAZ A
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, where O, Z are unitary matrices.



= σ12 + ... + σ 2p , where σi , i=1,…,p are the singular values of A.



It is interesting to see that Froebius norm is like the Euclidian norm applied for matrices or vectorial spaces. However, we are not interested in the norm of a subvectorial space but in comparing two subvectorial spaces. We introduced the Froebius distance, calculated as d F ( U, V ) = U V
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where U is a l x m matrix, V a l x n matrix, ui a column vector of U and vj a column vector of V. ui and vj both belonging to the same vectorial space of dimension l. In the case of matrices containing orthogonal vectors in their columns we can clearly see that the measure corresponding to the square of this distance is closely related to the dimension of the intersection of the two subspaces defined by matrices U and V: for two orthogonal subspaces d F2 is zero and for one subspace with itself the measure is the dimension of this subspace. For two subsets of an orthogonal basis the measure is exactly the dimension of the intersection. In 32



a general case, the measure relates closely to the dimension of the intersection and the principal angles between subspaces. Principal angles θ1 ,θ 2 ,...,θα ∈ [0, π / 2] between the column vectors of matrices U and V, are defined recursively by, [Golub and Van Loan, 1983]: cos(θ k ) = max max uT v = uTk v k ,



(2.19)



u = v =1



(2.20)



u∈U v∈V



subject to: uT ui = 0



i=1,…,k-1



vT v i = 0



i=1,…,k-1



We calculated the square of the Frobenius distance among the reduced orthogonal set of PCA vectors associated to our spectral databases, keeping signal variance at 90% and 99%. Results are shown in Table 2-3 and Table 2-4 . Table 2-3: Square of Frobenius distances at 90% of variance. Kremer Selected Restoration Macbeth Pine Tree Artists DC 7 5.95 5.94 5.66 3.16 Kremer -6 5.33 5.51 3.12 Selected Artists --6 5.42 3.03 Restoration ---6 2.98 Macbeth DC ----4 Pine Tree -----Munsell 90%



Table 2-4: Square of Frobenius distances at 99% of variance. Kremer Selected Restoration Macbeth Pine Tree Artists DC 22 15.83 13.95 14.92 14.50 Kremer -16 13.86 14.56 11.18 Selected Artists --14 13.61 13.61 Restoration ---15 10.81 Macbeth DC ----21 Pine Tree -----Munsell 99%



Munsell 5.81 5.14 5.59 5.55 2.85 6



Munsell 19.22 15.83 13.92 14.96 13.48 21



Our databases are surprisingly related, the above analysis revealing that most signals of these databases are linear combinations of the other databases. In fact, the two small databases are practically included in the Kremer set either at 90 or 99% of signal variance. Kremer database is slightly different because its complexity is greater than the others as shown in Table 2-2. In Figure 2-10 we show the first 16 vectors of the orthogonal basis provided by the PCA for the Macbeth DC database. We observe that the spectral curves of the basis vectors oscillate more when their corresponding singular values decrease, last singular values being associated to vectors with high frequencies.
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Figure 2-10 First 16th PCA vectors form the Macbeth DC database.
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2.3.4



Noise on the measurements of reflectance



The curves of the spectral reflectance databases have been obtained by physical measurements which include different type of noise or errors. As we use these spectral reflectance curves as references the discussion and understanding of errors affecting them are important. Measurements are done by a spectrophotometer, which is an apparatus designed to measure the spectral transmittance and spectral reflectance of objects. It allows us to compare at each wavelength the radiant power leaving an object with that incident to it, [Wyszecki and Stiles, 1982]. In a spectrophotometer there exist two fundamental elements, the light source and the detector. Sometimes the light source can be a monochromator, we will not deal with that case here, we suppose a usual light source having a spectral distribution over a defined spectral range. The measured sample can be placed inside a chamber, a usual from for this chamber, when existing, is a sphere. This sphere is called integrating sphere. The position of the detector, the light source and the sample to be measured must be fixed. This “spatial setup” is called the measurement geometry and the CIE (Commission Internationale de l’Eclairage) recommends four of them: •



(45/0) The sample is illuminated by one or more beams whose axes are at an angle of 45 from the normal to the sample surface. The angle between the direction of viewing and the normal to the sample should not exceed 10o. The angle between the illumination axis and any ray of the illuminating beam should not exceed 5o. The same restriction should be observed in the viewing beam.



•



(0/45) This geometry correspond to exchange the position of sensor and light source in the preceding (45/0) geometry.



•



(d/0) The sample is illuminated diffusely by an integrating sphere. The angle between the direction of viewing and the normal to the sample should not exceed 10o, sometimes this angle is known and noted as (d/α), e.g. (d/8) for a 8o angle. The integrating sphere may be of any diameter provided the total area of its apertures does not exceed 10% of the internal reflecting sphere area.



•



(0/d) This geometry corresponds to exchange the locations of sensor and light source in the preceding (d/0) geometry.



From this above description we can already identify some sources of errors on the measurements. Different companies propose spectrophotometers with different sensors, light sources or integrating spheres, then there exists a variation on the measurements depending on the tool being used. But, another important source of variability between different spectrophotometers is their measurement geometry. Consequently, two main factors can generate errors: the inter apparatus variability (specially when produced by different companies) and the measurement geometry variability.
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On the CRISATEL project we collaborate with people that studied the importance of both the above described sources of variability on the reflectance measurement. Details are given on [CRISATEL d13, 2003]. In the rest of this section we will summarize some of their results. A test colour chart was measured at The National Gallery (London) with a spectrocolorimeter Minolta 2600d consisting of a Silicon photodiode array, an integrating sphere with a d/8 geometry and a xenon flash lamp. Another spectrophotometer was used in Paris, on the laboratory of optics at University Paris 6, to measure the same chart. Both results had small differences. On the other hand, they compared a set of ceramic standards from the National Physical Laboratory (United Kingdom) under two different geometries, 0/45 and 8/d. The conclusion was that the spectral differences obtained with different geometric set ups are not negligible. As a conclusion we can say that the geometry of the measurements should always be the same. If we deal with measurements taken using the same geometry and desirably the same apparatus, we can consider our measures as comparable. 2.3.5 The CRISATEL chart



In the framework of the European Project CRISATEL a new colour chart has been developed by Pébéo, a company specialised in the production of pigments for fine arts. In this section we present and analyse this chart. An image of this chart is presented on Figure 2-11. The chart is a juxtaposition of three sets of patches. They contain exactly the same patches sorted in the same way. The difference between these sets is the application of varnish over the pigments. The first set has no varnish, the second set has a thin layer of matt varnish and the third set has a layer of brilliant varnish. Each set contains 117 colour patches, 81 are colour patches and 36 forms a greyscale.



Figure 2-11. Pébéo Chart.



We will just analyse the set of non varnished patches of the chart. The influence of varnish on the appearance of the patches has already been studied on [CRISATEL d13, 2003]. This chart was measured by several spectrophotometers in different laboratories of London and Paris, the measures being performed between 360 and 700 nm at 10 nm intervals. We note that this is different from the sampling interval we normally used on this chapter and on the rest of this thesis.
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The first analysis performed on the chart is the Fourier analysis. As the sampling interval is smaller than the one in section 2.3.2 we have fewer samples in our signal. The periodised version of the reflectance functions of this chart can be represented by a 64 dimensions vector instead of 128 for the analysis in section 2.3.2. We show on Figure 2-12 the power spectra of 24 curves uniformly selected from the patches. Using the same criterion as in section 2.3.2 we find a threshold value of 11 for the spectral reflectances. To be comparable with the ones already presented on Table 2-1 an approximate factor of two is applied to the threshold on Figure 2-12 giving a new comparable threshold value of 22.



Figure 2-12. Fourier analysis on 30 selected curves of the Pébéo colour chart.



A PCA analysis is also performed on the Pébéo chart reflectances. Results are presented on Table 2-5 . We see that the found dimensions at 90% and 99% variance are similar to the ones found for the Macbeth DC database. This is interesting as both results are coming from commercial colour charts and their comparison can be of great use. Table 2-5. PCA analysis for the Pébéo Colour Chart



Pébéo



90% 6



99% 14



On Table 2-6 we use the Froebius norm to compare the Pébéo chart with the databases presented on section 2.3.1. This table provides useful information that can be directly compared to the one presented in Table 2-3 and Table 2-4. Table 2-6. Comparing the Pébeo colour charts with other refectances datasets



Kremer Selected Artists Restoration Macbeth DC Pine Tree Munsell



90% 5.92 5.73 5.86 4.87 3.29 4.90



99% 13.85 12.65 12.23 11.90 11.55 13.81
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Finally, we compared the Pébéo and the Macbeth DC colour charts. We projected the spectral reflectances of both charts on the CIELAB space using the D50 illuminant. We recall that CIELAB allows the specification of colour perceptions in terms of a three-dimensional space, see Apendix I for a brief introduction to basic colorimetry. The L*-axis is known as the lightness and extends from 0 (black) to 100 (white). The other two coordinates A* and B* represent redness-greenness and yellowness-blueness respectively. Samples for which a* = b* = 0 are achromatic and thus the L*-axis represents the achromatic scale of greys from black to white. On Figure 2-13 we show the projections of the reflectances of the CIELAB space on the LA, LB and AB planes. Asterisks represent patches of the Pébéo chart while crosses refer to patches of the Macbeth DC chart. This diagrams visually helps to understand the different distributions of the patches. Clearly, the Macbeth DC chart is based on the regular sampling of the lightness axis for its design. Pébéo chart is not regularly distributed on lightness, presents a larger greyscale, has less colour patches (less dense on the AB plane) and has a different colour gamut. A new Pébéo chart with three times more colour patches is under construction.
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Figure 2-13. Comparing the CIELAB coordinates of the patches of Pébéo (right panels) and Macbetch (left panels) colour charts.
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2.4 Conclusion In this chapter we have introduced basic concepts about multispectral imaging. Fundamental formulae were described and the main components of a multispectral system (light sources, filters, CCD and reflectances) have been described. Moreover, the spectral reflectance databases used on the rest of this thesis are presented and studied. Fourier analysis and Principal Component Analysis (PCA) are the mathematical tools used on their analysis. A new approach for the comparison of different databases is also developed. It is based on the Froebius norm as a measure of comparison of the orthogonal bases obtained from the PCA. This approach is simple and mathematically well founded. Noise sources on multispectral acquisition systems and on the measurements of reflectance are introduced. Their description helps understanding the basic limitations of an imaging system based on the concept of spectral reflectance instead of colour. Finally, we have presented, analysed and compared a new colour chart developed on the framework of the CRISATEL European project.
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3.1 Introduction We consider the problem of the reconstruction of spectral reflectance curves from multispectral images. The pixel value of a channel in a multispectral image is the result of: 3) the spectral interaction of the light radiant distribution with the reflectance of an object surface and 4) the spectral sensitivity of the camera combined with the transmittance of the optical path including the filter corresponding to this channel. Retrieving the spectral reflectance function of the object surface at each pixel is highly desirable. We call this process spectral reflectance reconstruction or simply spectral reconstruction. It allows an intrinsic representation of an object surface property which is independent from light spectral distribution and from the spectral sensitivity of the camera used for the multispectral image acquisition. This representation can be used for many different purposes. Our interest is in high fidelity colour reproduction of fine art paintings. As an example, knowing the spectral reflectances in each pixel allows us to simulate the appearance of a painting under any virtual illuminant. The aim of this chapter is to introduce the problem of spectral reconstruction and to present a survey on reconstruction techniques by the introduction of all necessary concepts for their understanding and analysis. We illustrate all the techniques by using computer simulations. These simulations allow us to give some insight to the behaviour of the techniques. Discussions are given along with simulation results. We propose a classification of the reconstruction techniques in three paradigms: i) direct reconstruction, which is based on the inversion of the camera model and needs the physical characterization of the acquisition system; ii) indirect reconstruction or learning-based reconstruction, where a calibrated colour chart and its multispectral image are used to construct a reconstruction operator; iii) reconstruction by interpolation, where the obtained camera responses are interpolated to find an approximation of the corresponding reflectance function. In our knowledge it is the first time that a survey with this classification is given. We believe it is useful to conceptually differentiate methods that have a very different conceptual origin. Our classification is physically and mathematically well founded and helps understanding the limits and requirements of the methods. This chapter contains five main sections. In the next section the problem of spectral reflectance estimation from camera responses is presented. Fundamental formulae is given and, based on them, the classification briefly described in the above paragraph is introduced. The following section 3.3 deals with the solution of least squares problems. Afterwards, a brief section 3.4 recalls the role and importance of noise when performing spectral reconstruction. Section 3.5 describes the metrics used in this thesis for the evaluation of spectral reflectance matches. Finally, a survey of the existing reconstruction techniques is presented. This survey is illustrated by computer simulations. The methods are discussed, analysed and compared with others to give a good understanding of their behaviours.
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3.2 Spectral reflectance estimation from camera responses We now consider a multispectral image capture system consisting of a monochrome CCD camera and a set of K filters, for a given illuminant. The spectral sensitivity wk(λ), k=1 ... K, of the k-th channel of the acquisition system including the illuminant radiance, the filter transmittances, and the CCD sensitivity are supposed known. The camera response ck obtained with the k-th filter, discarding acquisition noise, is given by: ck =



∫



λmax



λmin



r (λ ) w(λ ) d λk .



(2.21)



t



The vector c = [c1 c2 ... cK ] represents the response to the set of K filters. By uniformly sampling the spectrum at N equal wavelength intervals, we can rewrite equation (2.21) as a scalar product in matrix notation as:



ck = w tk r , t



(2.22) t



where r = [r(λ1) r(λ2) ... r(λN)] and wk = [wk(λ1) wk(λ2) ... wk(λN)] , are vectors containing the sampled spectral reflectance function, and the sampled spectral sensitivity of the k-th channel of the acquisition system, respectively. Now, the vector c may be described using matrix notation as: c = Θ r,



(2.23) t



where Θ is the K-line, N-column matrix defining the imaging process, Θ =[w1 ,…, wK] . The matrix element Θk,n = wk(λn) represents the spectral sensitivity of each k-th channel at each nth sampled wavelength. We note that the transposed N-line, K-column matrix Θ2 =[ w1 ,…, wK] is also commonly used in the multispectral scientific community, leading to the following equation equivalent to (2.23): c = Θ 2 r. t



(2.24)



The relationship Θ = Θ 2 is elementary but important to keep in mind when reading the multispectral literature. This is because the formulae of the reconstruction techniques take different forms depending on the choice of notation. t



We now address the problem of how to retrieve the spectrophotometric information r from the camera responses c . This is different from a direct colorimetric transformation that matches camera responses c into for example the CIELAB space. This transformation is constrained to a specific illuminant. This approach typically minimises the RMS error in a way similar to what is often done for conventional three-channel image acquisition devices. Given an appropriate regression model, this is found to give quite satisfactory results in terms of colorimetric errors [Burns, 1997]. However, for our applications we are concerned not only with the colorimetry of the imaged scene, but also with the inherent surface spectral reflectance of the viewed objects. Thus the colorimetric approach is not sufficient. In existing multispectral acquisition systems, the filters often have narrow bandpass shapes and are located at approximately equal wavelength intervals. For the reconstruction of the spectral reflectance numerous techniques have been proposed. 45



Adopting the linear-model approach of equation (2.23), the problem of the estimation of a spectral reflectance r from the camera responses c becomes a quest for an inverse linear operator Q that reconstructs the spectrum from the K measurements as follows: rˆ = Q c.



(2.25)



Our goal will thus be to determine the matrix Q that minimises a distance d(r, rˆ ), given an appropriate error metric d. Some solutions to this problems are presented and discussed in the following subsections. 3.2.1



Spectral reflectance estimation as an ill-posed problem



The notion of a well-posed problem, “un problème bien pose”, goes back to a famous paper by Jacques Hadamard published in 1902, [Hadamard, 1902]. In an earlier paper in 1901 he already mentioned “questions mal posées”, ill-posed problems. He argued that the problems that are physically important are both possible and determined, i.e., solvable and uniquely solvable. He gave examples of problems that are not well posed; he thought that these problems have no physical meaning. However, he was not right and plenty of important problems in technology, medicine, and natural sciences are ill-posed. In fact, any measurement, except for the most trivial ones, gives rise to an inverse problem that is illposed. In our context the problem of spectral reconstruction is ill-posed, this is important to understand when looking for new methods to solve it. A well-posed problem in the sense of Hadamard is a problem that fulfil the following three conditions: 1. The solution exists. 2. The solution is unique. 3. The solution depends continuously on the problem data. If any of these conditions is not respected the problem becomes ill-posed. Note that both first and second conditions deal with the feasibility of the problem, the last condition relates with the possible implementation of a stable numerical procedure for its resolution. The solution of a problem is always based on some data, typically obtained from experimentation. If the solution does not depend “smoothly” on the problem data a small variation on the data can create huge variations on the solutions, resulting in strong instability which is not acceptable. A classical example of ill-posed problems is a Fredholm integral equation of the first kind. They are equations involving a function f(x), and integrals of that function to be solved for f(x). If the limits of the integral are fixed, the equation is called a Fredholm integral equation. If one limit is variable, it is called a Volterra integral equation. If the unknown function is only under the integral sign, the equation is said to be of the first kind. If the function is both inside and outside, the equation is called of the second kind. If we consider the spectral reconstruction problem we see that equation (2.21) is based on a Fredholm integral equation of the first kind. Consequently, our reconstruction problem is an ill-posed problem. We can also observe that the problem is ill-posed when taking a look at the discrete system we want to inverse, c = Θ r.



(2.26)
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The matrix Θ is in general not a square matrix (K ≠ N) then the system itself is over or underdetermined by definition. This means that either the system has no solution or it has many. Clearly this does not respect conditions 1 or 2 of Hadamard definition: the problem is ill-posed. Third condition is not as easy to see as the others but it must be respected since it is a big issue for numerical solutions. We will come back to this condition latter on this chapter. When solving ill-posed problems the word regularization immediately appears. Regularization is used to make well-posed a problem that is ill-posed. Once the problem is well-posed we can solve it. The so called Tikhonov regularisation is one of the oldest and more well-known techniques, see [Tikhonov, 1963] for the original paper of its inventor or [Tikhonov and Arsenin, 1977] for broadest references. Regularization is then very important for the spectral reconstruction problem. All the reconstruction methods we will describe on this thesis regularize the problem in someway, even when not explicitly said. 3.2.2 The two spectral reconstruction problems



Most people in the multispectral literature speak about spectral reconstruction as a unique problem. In fact, this is an abuse of language and strictly speaking there exist two problems. If we think about the equation (2.23) our aim is to find an inverse operator Q that will solve the problem, see equation (2.25). But, the direct operator Θ can be known or not. On this section we will explain this point in detail because the difference has important practical and theoretical consequences for the resolution of the problem. 3.2.2.1 Direct reconstruction problem



Knowing the operator Θ means that a physical characterization of the acquisition system has been performed. This characterization requires at least the measurement of the CCD sensitivity, filters transmittances and optics transmittance. The characterization involves the realization of physical experiments in which, typically, a monocromator is used for measuring the CCD sensitivity and a spectroradiometrer for measuring transmittances. Once the characterization has been performed, the operator Θ is known. We can then reach a method to inverse this operator. Θ is a matrix and corresponds to the discretization of the integral operator in equation (2.21) representing the system. But Θ not being a square matrix, its inverse does not exist. This is clearly an ill-posed problem. Furthermore, even if we find a pseudo-inverse (we will explain this technique in detail later) the solution cannot be stable. This is basically due to the effect of noise in the system. Knowledge on the model of noise or at least its covariance matrix is very useful. This implies more experiments because the characterization of noise needs in general a model which can be estimated by means of some statistical analysis over a series of images from the CCD taken in a dark room. 3.2.2.2 Indirect or learning-based reconstruction problem



On the other hand, the inverse operator can be constructed without knowing Θ. If we know the spectral reflectance curves of a set of P colour patches and we take an image of these patches with the multispectral camera then we have a set of corresponding pairs (cp , rp), for p=1,...,P, where cp is a vector of dimension K containing the camera responses and rp is a vector of dimension N representing the spectral reflectance of the p-th patch. In this case, we are confronted with a different kind of problem. We want to estimate the inverse operator from a set of known data. As the set of data is obtained experimentally this problem is ill47



posed too. There is an easy way to see that the problem is ill posed. Let’s put in the columns of a NxP matrix R all the rp’s and in the columns of a KxP matrix C all their corresponding cp’s. The discrete expression of this problem if we do not take into account the presence of noise, becomes: R=QC,



(2.27)



where Q is a NxK matrix representing the inversion of the unknown matrix Θ. A straightforward solution of this linear system would be: Q = R C-1 ,



(2.28)



if C were a full rank square matrix, but usually P>>K. Moreover, the stability of the solution would not be assured because of the presence of noise. The problem is ill-posed in the sense of Hadamard. From the above discussion an important fact should be retained: spectral reconstruction can be formulated and treated as two different problems, both of them being ill-posed. This is a source of constant misunderstanding because when searching linear solutions of ill-posed problems the mathematical expressions of the solutions can look very similar even if the underlying problems are different. In practice this often mislead in the literature the comparison of solutions based on different problems. Practically, it is not always possible to completely characterize a camera. In comparison, taking a multispectral image of a calibrated colour chart is trivial when a multispectral system is operational. The results of the reconstructions obtained when solving one or the other problem should be carefully compared taking into consideration the difference in nature of the two approaches and the experimental conditions. 3.2.3 Spectral reconstruction as interpolation: a third paradigm



There exists a third paradigm for spectral reconstruction. A multispectral system can be seen as sampling spectral reflectance curves. Instead of using delta Dirac functions for the sampling as in the classical framework, the spectral transmittance functions of filters are considered to be the sampling functions. This is conceptually different from the two already presented paradigms. Moreover, it does not require information about the operator Θ or a set of spectral reflectances R. It just requires the camera response itself, c. The methods based on this paradigm interpolate the camera responses acquired by a multispectral camera by using a smooth curve. The smoothness properties of the interpolating curve introduce a natural constraint which regularizes the solutions. We will describe and give some insight to interpolation methods is subsection 3.6.7 when describing the existing spectral reconstruction techniques. 3.2.4



An example of simulation for spectral reconstruction



In the rest of this chapter we are going to compare linear methods for solving ill-posed problems applied to both direct and indirect spectral reconstruction problems. In order to illustrate these techniques, analyse their behaviours and give insight into their meaning, we have developed a computer simulation of a virtual multispectral system.
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This virtual multispectral acquisition system is easy to manipulate and to study with no need of physical experiments. At this stage it reveals itself very useful for understanding, designing and testing the various presented spectral reconstruction techniques. Later on this thesis we will present and compare the results obtained by a selection of reconstruction techniques using data coming from real experiments. The virtual acquisition system is based on a 10 band multispectral system. The spectral response of the camera is based on the sensitivity function of the CCD array used in the real CRISATEL camera. The filters are simulated by 10 equispaced Gaussian-shaped functions covering the visible domain of the spectrum. We chose 10 because it is also the number of the interference filters used in the CRISATEL camera. This number is a parameter that can be easily modified. The expression used to produce these Gaussian-shape filter transmittances Mk , k=1,…,10, is:



M k = 0.85 e



−



( x − µk )2 2σ k 2



,



(2.29)



where σκ controls the half-width of the k-th filter, and µk the position of its maximum. The range of µ is 400 to 760 nm, typically the µ ‘s of 10 equidistributed Gaussian-shaped filters going from µ1 = 416 to µ10 = 740 at constant step of 36 nm. σ represents 30 nm halfbandwidth. The value 0.85 makes the simulated filters not to have perfect transmittance. The illuminant used in the simulation is a halogen lamp. This choice is justified as it is the light source normally used when performing multispectral image acquisition. Halogen has continuous shape and good physical stability. The virtual spectral reflectance curves are chosen among the databases already analysed in section 2.3 (Nature of Data). These databases are regularly sampled from 400 to 760 nm at 10 nm intervals, which corresponds to 37 values. Basic linear algebra allows us to approximate the virtual camera in the ideal case, when noise is not present, by determining the matrix Θ. The elements of this matrix are perfectly known and are obtained by multiplying the halogen lamp emissivity, the selected Gaussian filters transmittances and the CCD sensitivity. Figure 3-1 show a graphical representation for the construction of Θ. Each curve shown on the bottom panel of Figure 3-1 represents the k-th channel spectral sensitivity of the virtual camera. Each k-th channel is sampled from 400 to 760 nm at 10 nm intervals, which forms a vector of 37 coordinates corresponding to wk, the kth column of matrix Θ.
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CCD Sensitivity
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Figure 3-1 Construction of the matrix Θ used in our simulations.
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There is another important point to take into account in the simulations. On the bottom panel of Figure 3-1 we can see a graphical representation of the columns of matrix Θ. It is visually evident that the maximum values of the channel sensitivities are not the same. In this case the sensitivity on the red part of the visible spectrum is much higher than on the blue part. This corresponds to the physical reality because the illuminant is not energetic on the blue range and the CCD sensitivity is not high in this area. In Figure 3-2 we show a simulation aiming to obtain the virtual camera responses for a perfect reflecting surface, such a spectral reflectance corresponds to an ideal white material that does not exist in nature. As we can see on the obtained camera responses, shown on the right panel of this figure, the result is not satisfactory. We desire to obtain a flat response on the camera responses as the spectral reflectance is flat. A real multispectral camera is also confronted to this problem, a part of a radiometric calibration process is normally dedicated to solve it. We will speak further about how to solve this problem on a real camera on Chapter 6.



x



=



Figure 3-2. Perfect white simulation



The problem observed on Figure 3-2 appears in any spectral reflectance to be virtually imaged. It is avoided by the introduction of a normalisation matrix in the system, mathematically: ΘΝ = Θ N ,



(2.30)



where N is a KxK diagonal matrix and ΘΝ is the normalised matrix Θ. The diagonal elements of N contain the inverse of the K camera responses corresponding to a perfect white. Finally, to summarize this section we show in Figure 3-3 a complete diagram of the simulation system. A spectral reflectance curve (top panel) is properly transformed on its camera responses (bottom panel) by the use of the camera model (central panels).
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Figure 3-3 Diagram of the virtual multispectral system used in our simulations.
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3.3 Least squares and pseudo-inverse This section aims to describe the pseudo-inverse applied to spectral reconstruction along with its close relation to the solution of the least square problem. We dedicate a section on this subject because the concepts introduced here are used in most existing spectral reconstruction techniques. An exception is given by those based on interpolation (described in section 3.6.7). 3.3.1 Pseudo inverse



We represent a general linear system of equations by b=Ax



(2.31)



where x and b are vectors and A is a matrix not necessarily square. We want to estimate the unknown vector x knowing b and A. This means that we are seeking for an inverse operator A . In this framework we can have three different situations: •



Matrix A is square and has full rank. A-1 exists and can be calculated and applied to obtain a unique solution. Unfortunately, this situation does not happen very often. In the case of spectral reconstruction it means that the number of filters must be the same as the number of wavelength samples of the spectral curves. Moreover, even in that case A must be full rank.



•



Matrix A is rectangular, dimension of x is smaller than b. There are more observations b than points x, the system is called overdetermined. In this case the inversion operator is defined as t



t



A-over = (A A)-1 A .



(2.32)



This operator can be obtained by multipliying on the left by At both sides of equation (2.31), this leads to: t



t



A b=A Ax.



(2.33) t



If the rank of A is equal to the dimension of x, A A is a square positive defined matrix and it is invertible. We then obtain an estimate of x as follows: t t xˆ = (A A)-1 A b .



•



(2.34)



Matrix A is rectangular, dimension of x is bigger than b. There are less observations b than points x, the system is called underdetermined. The inversion operator is defined as t



t



A-under = A (A A )-1.



(2.35)



Both operators A-over and A-under satisfied the so called Moore-Penrose conditions: -



- t



A A = (A A ) t A A = (A A)
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-



AA A=A A AA =A Then, both operators are generalized inverses or pseudo-inverses. For more details on this subject please refer to chapter 8 of [Pratt, 1978] or the book of [Albert, 1972]. Consider now the following change of notation where we define the matrix A2 such that A2 = At. Then equation (2.31) is rewritten as: b = At2 x .



(2.36)



In the case of an overdetermined system the inverse operator is rewritten as follows: ( At2 ) −over = ( A 2 At2 ) −1 A 2 ,



(2.37)



and in the case of an underdetermined system it is rewritten as: ( At2 ) −under = A 2 ( At2 A 2 ) −1 .



(2.38)



By just changing notation and choosing A2 instead of A (A2 = At) the literal expressions of the two inversion operators take a different form, when compared to equations (2.32) and (2.35). This is important to keep in mind, as already said, because different authors define the operator Θ differently, but related by a transposition. This fact can sometimes lead to confusion. In Table 3-1 we present all the forms that the pseudo-inverse can take, according to the two types of equations to be solved, b = A x or b = At2 x : Table 3-1 Different forms of the pseudo-inverse. b = Ax



b = At2 x



Overdetermined



A-over = (At A)-1 At



( At2 ) −over = ( A 2 At2 ) −1 A 2



Underdetermined



A-under = At (A At)-1



( At2 )−under = A 2 ( At2 A 2 ) −1



3.3.2 Least square solutions It is important to explain the close relation between the pseudo-inverse and the solution of a least square problem when working linearly. If we take any linear algebra introductory textbook, see for instance chapter 6 of [Golub and Loan, 1983], we find that the least squares method aims to solve a linear system of the form A x = b where, as in the previous section, A is a matrix, x is an unknown vector and b is the observations vector. The objective of this method is to find an estimation of x, named xˆ , which minimises the square of the Euclidean norm of vector b - A x, or equivalently the square of the Euclidean distance dE(A x, b) between vectors A x and b: xˆ = min ( Ax − b)t ( Ax − b)



(2.39)



x
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3.3.2.1 Overdetermined case



This case is very popular in linear algebra as it corresponds physically to having more measures than variables. There is no exact solution, some information being in general not coherent. In this case we seek for a minimal norm solution which can be deduced by calculating the derivatives of Ax − b



2



with respect to x. Writing the derivatives equal to zero



we find the expression of the minimum, the so called normal equations: At (b − Axˆ ) = 0



(2.40)



which implies: (b − Axˆ ) ∈ nullspace( At ) . We then directly deduce the following equations: At b = At Axˆ , xˆ = ( At A) −1 At b . That is exactly the definition of the pseudo-inverse. Let’s recall that the relationship A x = b does not necessary hold, in this fact resides the interest of the least square techniques. If an exact solution does not exist an approximate one is found. In this sense, we can already see the utility of this kind of methods in the solution of ill-posed problems where the existence of a solution or its uniqueness is not guaranteed. b (b-A xˆ )



p=A xˆ



Figure 3-4 Solution of the least squares problem.



In Figure 3-4 we show a graphical interpretation of the linear least square problem. The vector b is outside the plane representing the acceptable set of solutions and the vector b – A xˆ represents the orthogonal difference between b and the space of solutions. Its projection is p = A (At A)−1 At b ,



(2.41)



that gives us an acceptable solution that is considered to be the best in the sense of the least squares. As a summary we can say that the overdetermined pseudo-inverse is the operator that minimizes the Euclidian distance dE(b, A xˆ ) between the measures b and their linear estimate A xˆ . It is then optimal in that sense.
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3.3.2.2 Non Euclidian distances



We have just seen that the pseudo-inverse is a solution minimizing the Euclidian norm of the residual vector b - A x. This corresponds to the minimization of: (b - A x)t (b - A x).



(2.42)



But we are also interested in the minimization of other non Euclidean distances. We introduce: (b - A x)t N (b - A x),



(2.43)



where N is a matrix. This family of distances is a generalization of the classical distance where the matrix N takes a central role while different matrices define different distances. When N = I this distance becomes Euclidian. The optimal least squares operator in the underdetermined case is given by: t



t



N-1 Α (Α N-1 Α )-1.



(2.44)



Let’s note that this operator in a generalization of the pseudo-inverse. For further reference consult chapter 25 of [Lawson and Hanson, 1974].



3.3.3 Simulating the ideal spectral reconstruction problem We already explained the different nature of the two spectral reconstruction methods based on equation (2.23). In this section we compare simulated results of two basic methods of spectral reconstruction each one belonging to each paradigm. We suppose that noise is not present and the forward system is perfectly linear. This assumption is not realistic at all but we find interesting to discuss these results here for two reasons: 1) they give insight in the basic behaviour of each method and 2) the comparison itself helps to understand the appropriateness of the methods to a specific engineering problem. 3.3.3.1 Direct method



For the direct reconstruction method we want to determine the unknown r in equation (2.23), c = Θ r, where Θ is a known KxN matrix the k–row of which represents the sensitivity of the k-th camera channel. Note that K < N. An immediate solution for estimating the spectral reflectance consists in applying the underdetermined pseudo-inverse to the matrix Θ, which provides us with the following minimum norm solution: -under t t rˆ = Θ c = Θ (Θ Θ )-1 c .



(2.45)



This method form the basis of other more sophisticated methods for spectral reflectance reconstruction. However it is not very well adapted in practical situations. In practice, this solution is very sensitive to noise. In fact, note that we minimise the Euclidian distance dE(Θr, cK) in the camera response domain. A small distance does not guarantee the spectra r and rˆ to be close, only that their projections into the camera response space are close. Nevertheless, this approach is used by [Tominaga,1996] to recover the spectral distribution of an illuminant from a six-channel acquisition. However, he applies a nested regression analysis to choose the 56



proper number of components in order to better describe the spectrum and to increase the spectral-fit quality. The pseudo-inverse method provides a unique solution, consequently Hadamard’s first and second conditions are respected. Unfortunately, in the presence of noise the constructed operator is not stable. This is the source of its inaccuracy, strongly related with Hadamard’s third condition. 3.3.3.2 Indirect method



The indirect method used is based on equation (2.28), R = QC. This method corresponds to the practical situation where a chart containing colour patches is imaged by a multispectral camera. The colour chart is calibrated, this means the spectral reflectance curves of its colour patches are known. Matrix R contains these N-sampled spectral reflectances in its columns, and matrix C contains in its P columns the corresponding K-channel camera responses. Let now consider the equation to be solved: R = QC ,



(2.46)



where Q is the NxK unknown matrix, R and C are NxP and KxP matrices respectively. We see that the unknown is on the left of the right side of the equation. By transposing this equation we obtain: Rt = Ct Qt ,



(2.47)



Then, for the i-th row of R, ri, and for the i-th row of C, ci, the following equation holds: rit = Ct qit



(2.48)



This is equivalent to the solution of the following least square problem min Ct qit − rit qti



2



.



(2.49)



This corresponds to a conceptually different way of seeing the problem but mathematically equivalent: a least square overdetermined problem. We can then estimate the lines qi of the operator Q using the pseudo-inverse: qti = (Ct ) −over rit = (Ct C)t C rit .



(2.50)



Applying equation (2.50) to rows of Q and rows of R for any index i, i=1,…,N, we can express the estimation of the whole operator Q in the following way: t



t



t



Q = (C C )-1 C R .



(2.51)



Transposing (2.51) leads to:
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t



t



Q = R C (C C )-1.



(2.52)



That can be easily computed to solve the problem. 3.3.3.3 Direct and indirect method: a comparison



We start our comparison by a remark on equations (2.45) and (2.52). If we look carefully both equations we see that the pseudo-inverse expression used on both cases is exactly the same. This is a coincidence in this case as equation (2.45) comes from a least square underdetermined problem but (2.52) is the solution of an equation involving matrices that conceptually matches an overdetermined problem. For this reason we choose to modify our notation and to use the term pseudo-inverse, or pinv, in the rest of this thesis for the following expression: t



t



pinv(A) = A (A A )-1.



(2.53)



Now, the direct and indirect problems can be simply solved as follows: •



Direct method: For the direct inversion we apply the pseudo-inverse to the known operator Θ having QpinvΘ = pinv(Θ).



(2.54)



This is probably the most evident method of the indirect paradigm we can find. This formula implies that a characterization of the multispectral acquisition system is already performed. We note that the constructed operator can be very sensitive to noise and then ill-posed. As we already said, we use it here just in simulation to give insight in the basics of this and others more complex methods. •



Indirect method: QpinvRC = R pinv(C)



(2.55)



This method corresponds to the practical situation where a chart containing colour patches is imaged by a multispectral camera. We decide to use this equation (2.55) as a prototype of all indirect methods. Table 3-2. Mean Squared Spectral Error over different databases. Kremer Macbeth DC (training) Selected Artists Restoration Munsell



R pinv(C) 0.00029467 0.00006719 0.00023387 0.00018397 0.00007019



pinv(Θ) 0.0024152 0.0023151 0.0024289 0.0019890 0.0015919



In Table 3-2 we can see the mean errors of these two operators when applied to the reconstruction of pigments of our databases. The matrix R used in the indirect method contains the spectral curves of the Macbeth DC chart in its columns. We clearly see the superiority of the indirect method using a priori knowledge (a colour chart and its multispectral image) over the direct inversion. In order to understand why we obtain such 58



large differences between both methods we first calculate the condition number (using the Euclidian norm) of the two constructed operators. Being A a matrix and amax and amin the maximum and minimum of its singular values obtained by a SVD, we remind that the 2-norm condition number of A can be estimated as the ratio between amax and amin. This number is directly connected to the numerical stability of the solutions. The condition numbers of the operators built from (2.55) and (2.54) are shown in Table 3-3. The condition numbers are similar. The condition number of the indirect method being only a little bigger than for the direct method, then the conditioning of the matrices seems not to be the source of disparity on the results. Table 3-3. Condition numbers for both linear operators. Condition Number



R pinv(C) 3.6312



pinv(Θ) 3.1244



We keep analysing the built operators in order to understand their behaviour. Next step is the graphical representation of the operators themselves. In the case of our simulations the operators are KxN = 10x37 matrices that transform a vector of 10 elements containing the camera responses for each channel into a 37 elements vector containing the samples of a spectral curve. These matrices can be interpreted as a discretization of a three dimensional function and when plotted they provide an interesting representation. Let’s see in Figure 3-5 the contour plot of the operators. On the horizontal axis the numbers correspond to the 10 input camera responses and on the vertical ones they represent the samples of the reflectance curves.



Figure 3-5 Contour plots of the operator R pinv(C) (left panel) and pinv(Θ) (right panel)



In this figure we can observe that the operator pinv(Θ) has a more regular structure than the operator R pinv(C). This fact is interesting because the symmetry of the operator can be interpreted intuitively as a lack of adaptation to some specific data. Reasoning that way we can say that the operator R pinv(C) shown in the left panel of Figure 3-5 is more adapted to a specific set of data. In our simulation R contains the Macbeth DC reflectances in its columns, this is the reason why the operator obtains the best results over the Macbeth DC datasets, see Table 3-2. We denote the Macbeth DC set as the training set used to build the operator. We should not forget that the other datasets presented in Table 3-3 are in fact coming from spectroradiometric measurements of oil pigments, whereas the painted Munsell patches are not made from oil pigments. As a consequence, it would be interesting to see the effect of both presented operators on a dataset not coming from the “oil pigments” or painting 59



environment. In Table 3-4 we present the results on the Pine Tree dataset already presented on Chaper 2 (Nature of Data). Table 3-4. Mean Squared Spectral Error for Pine Tree Leaves database. Pine tree leaves



Rpinv(C)



pinv(Θ).



0.00034866



0.00027975



In this case we see that the direct inversion method is superior to the one using a training set. We note that this dataset is very different in nature to the Macbeth DC one. Clearly we see one general property of both kinds of methods. The direct inversion is general and works for all kind of data. Using a training set helps adapting the method to specific data but losses generality.
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3.4 Taking noise into account If we want to build a robust spectral reconstruction operator, its resistance to noise must be taken into account. In fact, when spectral reconstruction is performed over real data we always deal with noisy data. The noise level can vary for different applications but it always exists. Robust operators are then needed for real applications. When taking noise into account the direct system model we want to invert is not anymore the one in equation (2.23), it becomes cK = Θ r + n



(2.56)



where we introduce n, a vector of additive random noise. This model was justified on Chapter 2. We remind that n can be decomposed into several components because this noise has not a unique source. We will see on section 3.6 how some spectral reconstruction methods deal with this noise. For instance, Wiener filtering uses explicitly a model of n. An a priori requirement for such approach is the characterization of the noise. This needs experimental data and is then attached to the actual acquisition system used. At the moment we do not consider any real acquisition system, then this kind of approach cannot be illustrated with results. By now, we just deal with quantization noise that is not dependent on a specific system. We introduce several levels of quantization in the simulation. We are interested in quantization at 8, 10 and 12 bits. This is due to a practical reason, currently not cooled technology image systems use typically these range of quantization. In practice, the more bits we want to obtain the lower the CCD sources of noise must be. If we quantize a signal using a 16 bits analog/digital (A/D) converter, but CCD noise is very strong, last bits of the digital signal will be completely corrupted by the noise. For instance, we can imagine a particular case where the last 6 bits are corrupted in a 16 bits signal. In this case, we could use a less expensive 10 bits A/D converter and obtain the same result. Cooled systems exist in high end multispectral applications and in astronomy. These apparatus are very cumbersome but noise is considerebly reduced and quantization can be augmented to more than 16 bits. In a simulation system the quality of the signal is as good as desired, we can simulate any quantization rate. We can consequently study the effect of the quantization itself. Other sources of noise are not as easy to simulate. For instance, if we want to simulate dark current noise, read-out noise and shot noise, three probability distributions of the appropriate form should be used and their parameters must be known. As long as these noise sources depend on a particular CCD, choosing their parameters is somehow arbitrary or too related to a specific hardware. We then prefer not to simulate them and later when studying noise we will use real data.
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3.5 Metrics for evaluating reconstruction performance The choice of the metric used to evaluate the results of spectral reconstruction algorithms is not a trivial subject. In fact, much more attention is generally given to the reconstruction methods themselves than to the metrics involve in them. This is probably because there is no consensus on the metric to be used for spectral match in the multispectral scientific community. Any reconstruction technique can be generally seen as a method that minimises a criteria. The criteria is either explicit and or inherent to the method. In both cases knowing what we minimise is of great importance and not knowing what we minimise can lead to big application errors. On the other hand there is another question that should be asked when performing spectral reconstruction: for what purpose is the reconstructed spectrum used for? Depending on the application the response of this question can give us a different metric. For instance, if our aim is to fit spectral curves of oil pigments in order to identify pigments a measure based in the space of spectral curves will be used. On the contrary, if the reconstructed reflectance curve will serve for colour reproduction, then it will be better to use a measure of the errors produced in the reproduction of colours. Lots of metrics are commonly used but it is hard to give a general comparison. In this sense, an effort was made by [Imai et al., 2002, CGIV02] giving, in our knowledge, the only comparative study of metrics in spectral imaging. Their conclusion is that the appropriateness of a metric depends on its application. We consider this assessment to be right and a fundamental lesson can be extracted from it: when general spectral reconstruction is performed different metrics must be used to evaluate its results. In fact, in the same paper they classify the metrics for spectral match quality in four categories: • • • •



Spectral Curves Difference Metrics. CIE Colour Difference Equations. Metamerism Indices. Weighted RMS Metrics.



In the following section we describe the metrics we use for quality evaluation. Even if not said or shown explicitly in the rest of this thesis, all the measures presented here are systematically used in all our experiments. 3.5.1 Spectral Curve Difference Metrics We call rm(λi) , i=1,…,N, a reference spectral reflectance curvewhere λi represents the wavelength, and N is the number of samples used to represent the curve. This curve is typically measured by a spectrophotometer. The function re(λi) is an estimation of rm(λi). We use in practice three different metrics: •



The Root Mean Squared (RMS) error. This is the Euclidian or L2 distance applied to spectral curves, its formal definition is 1 RMS = N



N



∑ r (λ ) − r ( λ ) m
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e
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.



(2.57)



i =1
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•



The Absolute Mean Error (ABE). This metric is the L1 distance applied to spectral curves, ABE =



•



1 N



N



∑ r (λ ) − r (λ ) . m
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(2.58)
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The Goodness-of-Fit Coefficient (GFC) is a Metric developed in [Hernandez-Andres and Romero, 2001] to test reconstructed daylight spectra. The GFC is based on the inequality of Schwartz and it is calculated by N



∑ r ( λ ) r (λ ) m
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(2.59)
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We find interesting this metric because its value is bounded to the interval [0,1] and it provides a easy interpretation. From [Hernandez-Andres and Romero, 2001], if GFC ≥ 0.999 the spectral match is consider as good and if GFC ≥ 0.9999 the match is consider as excellent. 3.5.2 CIE Colour Difference Equations We will deal in this subsection with metrics based in the CIELAB colour space. Complete understanding of this and other colour spaces requires basic knowledge on colorimetry. Even if the subject of this thesis requires knowledge in this field a chapter in spectral reconstruction is not the place for a introduction to colorimetry. Here we just deal with metrics in the CIELAB space, if the reader is not familiar with basic concepts of colorimetry we have prepared a brief compendium of them in Appendix I. For further information lots of textbooks exists on the subject. For a classical encyclopaedic reference of Colour Science see [Wyszecki, 1982], for a modern and comprehensive introduction we suggest [Berns, 2000] and for introduction and reference in French see [Sève, 1996]. CIELAB space was proposed by the CIE (Commission International de l’Eclairage) in 1976. Its origin is related to psychophysical experiments showing that the human eye's sensitivity to light is not linear. Colorimetric colour spaces as RGB or XYZ relate linearly to the spectrum of the coloured light. When changing the tristimulus values of XYZ (or RGB) for a colour stimulus, the observer will perceive a difference in colour for differences greater than the Just Noticeable Difference (JND). In both RGB and XYZ spaces the JND depends on the location in the colour space. The aim of CIELAB is to make JND constant, leading to a uniform colour space where the JND is not depending on the location. In practice, this condition is only fulfilled approximately, thus we normally use the term pseudo-uniform for CIELAB. Remark that the notion of JND is observer-dependent and resulting from psychophysical experiments, this makes CIELAB a psychometric colour space. The CIELAB pseudo-uniform colour space is defined by the quantities L*, a* and b*. L* represents the lightness of a colour, known as the CIE 1976 psychometric lightness. The scale of L* is 0 to 100, 0 being the ideal black, and 100 being the reference white. The chromacity 63



of a colour can be represented in a two-dimensional (a*, b*) diagram, a* representing the degree of green versus red, and b* the degree of blue versus yellow. When comparing two colours, specified by [ L*1 , a1* , b1* ] and [ L*2 , a 2* , b2* ], one widely used measure of the colour difference is the CIE 1976 Lab colour-difference which is simply calculated as the Euclidean distance in CIELAB space, as follows * ∆Eab = ( L1* − L*2 )2 + (a1* − a2* ) 2 + (b1* − b2* ) 2 .



(2.60)



* For more information about this measure see [CIE, 1986]. The interpretation of ∆E ab colour * when two differences is not straightforward. A rule for the practical interpretation of ∆E ab * errors colours are shown side by side is presented in Table 3-5. Another interpretation of ∆E ab for the evaluation of scanners is proposed by [Abrardo et al., 1996]. They classify mean errors of 0-1 as limit of perception, 1-3 as very good quality, 3-6 as good quality, 6-10 as sufficient, and more than 10 as insufficient. We note the disagreement between these classifications, this underlining the fact that the evaluation of quality and acceptability is highly subjective, and dependent on the application.



* Table 3-5. Rule for the practical interpretation of ∆E ab measuring the colour difference between two colour patches viewed side by side * ∆E ab



6



Effect



Hardly perceptible Perceptible, but acceptable Not acceptable



An alternative representation of colours in the CIELAB space appears when using cylindrical coordinates, defining the CIE 1976 chroma, as the distance of the colour point from the L*axis: * Cab = a*2 + b*2 ,



(2.61)



 b*  hab = arctan  *  . a   



(2.62)



and the CIE 1976 hue-angle, as:



* , and hue angle hab may facilitate the The use of these quantities, lightness L*, chroma C ab intuitive comprehension of the CIELAB colour space, by relating them to perceptual attributes of colours. It may also be interesting to evaluate the differences of each of the * , components of the CIELAB space separately. This is straightforward for L*,a*, b*, and C ab however, for the hue angle hab this merits some special consideration. Of course, the direct angle difference in degrees may be instructive. However, to achieve that colour differences can be broken up into components of lightness, chroma and hue, whose squares sum to the * square of ∆E ab , a quantity ∆H * called the CIE 1976 hue-difference, is defined as



* 2 * 2 ∆H * = (∆Eab ) − (∆L* ) 2 − (∆Cab ) .



(2.63)
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The colour-difference formula of equation (2.60) is supposed to give a measure of colour differences that is perceptually consistent. However, since it has been found that the CIELAB * space is not completely uniform, the colour difference ∆E ab is not perfect. Several attempts have been conducted to define better colour-difference formulae, e.g. the CMC formula [Clarke et al., 1984], [McLaren, 1986] and the BFD formula [Luo and Rigg, 1987, BFD1], [Luo and Rigg, 1987, BFD2]. A comparison of these and other uniform colour spaces using perceptibility and acceptability criteria is done by [Mahy et al., 1994]. In 1994, the CIE defined the CIE 1994 colour-difference model [McDonald and Morovic, * 1995], abbreviated CIE94, denoted ∆E94 , based on the CIELAB space and the previously cited works on colour difference evaluation. They defined reference conditions under which the new metric with default parameters is expected to perform well: • • • • •



The specimens are homogeneous in colour. * The colour difference ∆E ab is less than 5 units. They are placed in direct edge contact. Each specimen subtends an angle of more than 4 degrees to the assessor, whose colour vision is normal. They are illuminated at 1000 lux, and viewed against a background of uniform grey, with L*=50, under illumination simulating D65.



The colour difference is calculated as a weighted mean-square sum of the differences in lightness ( ∆L* ), chroma ( ∆C * ) and hue ( ∆H * ): * ∆E94



 ∆L* =  k S  L L



2



  ∆C *  +    kC SC



2



  ∆H *  +    kH SH
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  . 



(2.64)



For a complete reference about this measure see [CIE, 1995]. The weighting functions SL, SC, and SH vary with the chroma of the reference specimen C * as follows,



SL = 1, SC = 1 + 0.045 C * and SH = 1 + 0.015 C * . The variables kL, kC and kH are called parametric factors and are included in the formula to allow for adjustments to be made independently to each colour-difference term to account for any deviations from the reference viewing conditions that cause component specific variations in the visual tolerances. Under the reference conditions explained above, they are set to



kL = kC = kH = 1. * * equals ∆E ab for neutral colours, while for more We note that under reference conditions, ∆E94 * * saturated colours, ∆E94 becomes smaller than ∆E ab . * * and ∆E94 , based on the CIELAB colour space will be As a conclusion the two metrics, ∆E ab used systematically in the rest of this thesis. The reference illuminant for this measure is D50.



65



3.6 Existing Reconstruction Techniques The aim of this section is to describe and analyse the existing reconstruction techniques. A survey is indeed needed before any new investigations are made. We start by presenting three direct reconstruction techniques where the spectral characteristics of the imaging system, the matrix Θ, is supposed known. First the smoothing inverse is introduced, this method inverts Θ and reinforces smoothness by the use of a regularizing matrix. Then, we present Wiener’s filter, this technique introduce knowledge about the noise on the inversion process to obtain better results. Finally, Hardeberg’s method is described which uses a priori information on the imaged objects to regularise the solutions. After direct methods three indirect or learning-based techniques are presented. The pseudoinverse and SVD method is a stabilised version of the paradigm presented on equation (2.55). The non-averaged pseudo-inverse is a recent and very promising method naturally introducing noise information in the constructed operator. The Non Negative Least Squares (NNLS) method deals with the problem of not obtaining negative values for the estimated reflectance curves. Finally, we present the methods based on interpolation, as an example we describe the Modified Discrete Sine Transform (MDST) method. This technique is based on Fourier interpolation and we compare it with a cubic spline interpolation.



3.6.1 Smoothing inverse Smoothing is a well known way of linear regularization. Its sense is very general as we can see for instance in [Neumaier, 1999]. In fact, smoothing means that the solution we want to find (the vector r representing the reflectance in our case) can be express as



r = S w,



(2.65)



where w represents a vector with a reasonable norm and S is the smoothing matrix. This matrix S introduces qualitative knowledge on the smoothness to be modelled. Clearly, we can see that this definition is very wide and includes a family of methods. In the spectral reconstruction literature smoothing inverse is a more restricted term that defines a specific technique used to inverse the known direct system. From our knowledge, this technique was introduced by Mancill and Pratt, for reference see [Pratt and Mancill, 1976] or chapter 16 section 3 of [Pratt, 1978] where the technique is applied to the similar problem of Spectral Radiance Estimation. Taking the definition given in [König, 1999], directly inspired from both the above cited references, the technique is basically the application of the generalisation of the pseudo-inverse to the non Euclidian distance as seen in (2.43), t



t



smoothing_inv(N,Θ) = N-1 Θ (Θ N-1 Θ )-1,



(2.66)



where matrix Θ characterizes the direct problem and N is the following NxN matrix:
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 1 −2 1 0 0 ... 0 0   −2 5 −4 1 0 ... ... 0     1 −4 6 −4 1 ... ... ...    0 1 −4 6 ... ... 0 0   N = N∆ = .  0 0 1 ... ... −4 1 0     ... ... ... ... −4 6 −4 1   0 ... ... 0 1 −4 5 −2     0 0 ... 0 0 1 −2 1 



(2.67)



This makes the built operator to minimize the average squared second differences ∆, where



∆ = [ (r(λi+1) - r(λi)) – (r(λi) - r(λi-1)) ]2.



(2.68)



We note that ∆ is a measure of the curvature of the reflectance functions. Unfortunately, N∆ is a singular matrix and consequently it cannot be inverted. The method uses a modification of this matrix that is non singular. This is achieved by using



N’∆ = N∆ + ε I,



(2.69)



where I is the identity matrix and ε is a small positive constant (ε 0 . F (net ) =  −1 otherwise



(5.9)



In that case this rule calculates the deltas in the following way:



• •



If y ≠ y (the Perceptron gives an incorrect response) modify all connections wi according to ∆wi = yxi . As θ is considered a weight connection with a constant input signal 1, we obtain,



 0 if y = y ∆θ =   y otherwise



(5.10)



This procedure is basically the application of the Hebb’s rule, but when the neuron responds correctly no weights are modified. On the other hand, a convergence theorem exists for such learning rule, which states: If there exists a set of connection weights w* which is able to perform the transformation y= y , the perceptron learning rule will converge to some solution (which may or not be the same as w*) in a finite number of steps for any initial choice of the weights. The Perceptron learning rule is a good historical and easy example of a learning law, but it is not the most used one. In fact, the delta rule developed by [Widrow and Hoff, 1960], an application of the Least Mean Square (LMS) method, is probably the most commonly used learning rule. For a given input vector, the output vector is compared to the correct answer. If the difference is zero, no learning takes place; otherwise, the weights are adjusted to reduce this difference. The change in weight from wi(t) to wi(t+1) is given by:



∆wi = γ δ xi ,



(5.11)



where γ is the learning rate and δ is the difference between the expected output and the actual output of the neuron, δ = y − y . The delta rule is trivially extended to neural networks with just one layer of neurons with linear activation functions and with no hidden units (hidden units are found in networks with more than two layers). The LMS error when represented versus the weights takes a parabolic form in the weights space. Since the proportionality constant is negative, the graph of such a function is concave upward and has a minimum value. The vertex of this paraboloid represents the point where the error is minimized. The weight vector corresponding to this point is then the ideal weight vector.
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This learning rule not only moves the weight vector nearer to the ideal weight vector, it does so in the most efficient way. The delta rule implements a gradient descent by moving the weight vector from the point on the surface of the paraboloid down towards the lowest point, the vertex. Formally, we can see this gradient descend clearly by considering the following error function to be minimized: E=



∑E



p



1 2



=



p



∑(y



p



− y p )2 ,



(5.12)



p



where Ep represents the error on pattern p, dp is the desired target output, and yp is the actual output. We recall that a pattern is a vector of dimension n, its associated delta being δ p = y p − yp . From the expression of the error on pattern p, Ep, we deduce ∂E p ∂y



The activation function y p =



p



= −δ p .



(5.13)



∑ w x + θ being linear, we have i i



i



∂y p = xi . ∂wi



(5.14)



For one pattern p, the delta rule being ∆ p wi = γ δ p xi equations (5.13) and (5.14) provides to us the following equation ∆ p wi = −γ



∂E p ∂y p , ∂y p ∂wi



(5.15)



that is a gradient descent of the error function, E, versus the weights wi. This clearly appears after applying the chain rule of calculus as follows:



∂E = ∂wi



∑ P



∂E ∂y p . ∂y p ∂wi



Each sample being considered as independent, we have



(5.16)



∂E ∂y p



=



∂E p ∂y p



. We then deduce the



following expression of the gradient of E:
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∂E = ∂wi



∑ P



∂E p ∂y p 1 = − γ ∂y p ∂wi



∑∆ w



(5.17)



p i



P



The mean value of the delta rule on the p pattern is then proportional to the gradient of the error function. As a consequence, in the case of linear activation functions where the network has no hidden layers, the delta rule will always find the best set of weight vectors. However, it is not the case for hidden neurons belonging to a hidden layer: the error surface is no more a paraboloid and generally does not have a unique minimum point. There is no such powerful rule as the delta rule for networks with hidden units. There have been a number of theories in response to this problem. These include the generalized delta rule that we will see later in that section.



5.3.4 Multi-layer feed-forward network. In a typical multi-layer feed-forward neural network the first level connects the input variables and is not consider as a layer, that is because no operation is performed at this level. The last layer connects the output variables and is called the output layer. Layers in-between the input level and the output layer are called hidden layers; there can be more than one hidden layer. All connections are feed forward; that is, they allow information transfer only from an earlier layer to the next consecutive layer. The processing units are the neurons as already discussed in previous sections; each of them is connected to the neighboring layer units. The parameters associated to each of these connections are called weights. Neurons within a layer are not interconnected, and neurons in non adjacent layers are not directly connected. Each node j receives incoming signals from every node i in the previous layer and each incoming signal xi is associated to a weight wij We can see a diagram of a two layers network in Figure 5-2. It consists on three inputs, four neurons on the hidden layer and two neurons in the output layer. In this example the hidden neurons are organized in one single hidden layer, but we could have a neural network with several hidden layers. hidden layer



INPUT



OUTPUT



Figure 5-2. Multilayer feed-forward neural network.



The major advantage of multilayer networks is that they can theoretically carve a pattern space into an arbitrary number of decision regions and therefore solve any pattern classification problem. Furthermore, it can be shown that such networks are also universal function approximators; that is, they are able to solve any function approximation problem to an arbitrary degree of precision. It should be noted that although these proofs of function 106



approximation are theoretically powerful, they are not necessarily tractable from a practical sense. The reason for this is two-fold: (i) (ii)



in order to determine the requisite weights for the model, these proofs assume a highly representative sample of the range and domain of the function, and no completely effective procedure is given for arriving at the requisite set of weights.



One of the most appreciated characteristics of multi-layer networks is their ability to learn. Various training techniques have been proposed as the historical one by [Widrow and Hoff, 1960]. We will not enter in cumbersome details but they were all limited to training only one layer of weights while keeping the other layers constant. A general learning rule for networks of arbitrary depth was desired, such that a relatively simple network with a generic learning algorithm could be applied to a wide-range of different tasks. It must be said that a multi-layer network using linear activation functions is not more powerful than a one-layer linear network. That is because a linear combination of linear systems remains a linear system. Consequently neuronal networks use, in general, non linear activation functions, at least in one hidden layer. One of the most popular non-linear activation function is the sigmoid: sigmoid ( x) =



1 1 + e − kx



(5.18)



where k is a parameter that controls how quick a transition is perform between zero and one. This function closely relates with a threshold function but has the advantages of being nonlinear, monotonically increasing and has a smooth first derivative that is easy and quick to calculate. If k=1 its gradient (negative first derivative) can be expressed in a recursive form:



−



d sigmoid ( x) = sigmoid ( x)(1 − sigmoid ( x)) dx



(5.19)



or in a numerically stable way as −



d sigmoid ( x) sigmoid ( x) = dx (1 + e − x )



(5.20)



Figure 5-3 shows a graph of the sigmoid function and its derivative.
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Figure 5-3. Sigmoid function(left panel) and its derivative (right panel).



The next section introduces the Generalized Delta Rule, also known as the standard backpropagation algorithm.



5.3.5 Generalized Delta Rule. The generalized delta rule can be considered as one of the most significant contributions to the neural networks research. It has allowed the training of multilayer networks. As the name implies, it is a generalization of the Delta Rule for training networks with a total number of layers L greater than one: L>1. The training procedure, however, is commonly referred to as backpropagation of error, or simply backpropagation. Since we are now considering neurons with non-linear activation functions we must generalize the already presented delta rule. The activation is now a differentiable function, F, of the net input: y jp (l ) = F (net jp (l )) ,



(5.21)



where l is the number of the current layer l ∈ {1,..,L}, the quantities net jp and y jp are the outputs before and after activation of the j-th neuron of the l layer. They are converted into functions that depend on the number of layer to explicitly reinforce the concept of layer that is fundamental on the understanding of backpropagation. To correctly generalize the already presented delta rule the variation of the weights is set proportionally to the gradient of Ep:



∆ p wij (l ) = −γ



∂E p . ∂wij (l )



(5.22)



In (5.22), the error criteria Ep is defined as the total quadratic error for a pattern p at the output layer L: 1 E = 2 p



NL



∑(y



p j



− y jp ( L)) 2 ,



(5.23)



j =1



where y jp is the desired output or target for neuron j in the output layer L when pattern p is evaluated, and NL is the number of neurons in the output layer. At the same time the gradient can be decomposed by the chain rule of calculus giving to: ∂E p ∂wij (l )



=



∂E p



∂net jp (l )



∂net jp (l ) ∂wij (l )



=



∂E p



∂y jp (l ) ∂net jp (l )



∂y jp (l ) ∂net jp (l ) ∂wij (l )



.



(5.24)



By the formula that calculates the net output of a neuron we deduce: ∂net jp (l ) ∂wij (l )



= yip (l − 1) ,



(5.25)
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and by defining δ jp (l ) = −



∂E p



we obtain the delta rule as already found in the case of a



∂net jp (l )



single neuron: ∆ p wij (l ) = γ δ jp (l ) yip (l − 1) .



(5.26)



But the above formula is not new, it is just the delta rule using a slightly different notation that includes a subindex identifying the layer in which we apply this rule. The real innovation is how to calculate the δ’s for every layer. Let’s think just about the last layer and suppose that the activation function is linear, the delta rule will be calculated as already seen. But, for the hidden layer immediately below the last layer we cannot apply the delta rule because we do not know the error at the output of this layer, neither the values of δ’s for this layer. This big limitation was solved by propagating error signals backwards through the network in a procedure that is called backpropagation of errors. Let’s see formally how backpropagation works. In order to compute δ jp we apply the chain rule as the product of two factors, which reflect the change in error as a function of the output unit and of the input respectively. Thus, we have



δ jp (l )



=−



∂E p ∂net jp (l )



=−



∂E p



∂y jp (l )



∂y jp (l ) ∂net jp (l )



(5.27)



The second factor correspond to the activation function derivative for the jth neuron: ∂y jp (l ) ∂net jp (l )



=



d F (net jp (l )) dx



(5.28)



For computing the first factor it exists two different cases:



•



For the output layer, l=L and for the definition of Ep it follows that ∂E p ∂y jp ( L)



= −( y jp − y jp ( L))



(5.29)



And the δ’s can be calculated as:



δ jp ( L) = ( y jp − y jp ( L)) •



d F (net jp ( L)) dx



(5.30)



We consider a hidden layer l, l 
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