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2 Compositional Semantics and Generative Grammar
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2.1 2.1.1



Compositional Semantics and Generative Grammar Compositional approaches Representing logical meaning : the Binding issue The syntactic notion of Binding The main problem linguists are confronted with on the logical side when they cope with meaning is Binding. How for instance does it come that a sentence like: (1) who did he say Mary met? precisely means what it means, that is something that we can schematize by: (2) for which x, he said that Mary met x This kind of problem is known as the binding problem. We may introduce it by saying that, in some circonstances in sentences, the meaning (= the reference) of an item (a pronoun for instance) is not directly determined, like it is the case for ordinary plain lexical entries, or for phrases built from them, but indirectly determined by the link it has at any distance with some other item. For instance, in (1), the meaning of who comes from the potential object x of the verb met. In standard formulations familiar to generativists, the syntactic representation of (1) is something like (1’): (1’) [S who [S he said [S 0 t [S Mary met t’ ]]]] Here traces are used for representing these links: t’, as a trace, is bound by who (and by its trace in the lower embedded sentence). In principle, traces are coindexed with their antecedent, that is the elements which have moved to upper positions. In a generative analysis of (1), who moves from the embedded position presently marked by t’, and successively occupies the t position and (finally) the highest position (in a tree representation of the sentence). All these positions are therefore coindexed. Because Move always displaces an element from the bottom to the top, it happens that not only t’ and t are coindexed with who but also that who c-commands its traces. Let us recall how the c-command relation is defined: In a tree, a node α c-commands a node β if and only if none of these two nodes dominates the other and the first branching node which dominates α also dominates β. There is therefore a possible ”syntactic” definition of Binding, the one which has been given 15
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by Chomsky, at least since his seminal book On Government and Binding. This theory may be summarized in a few notions ([?], p. 184) that Chomsky gives in the following way. Let us first notice that he distinguishes between two notions of Binding: • operator-binding (or A-binding) • antecedent-binding (or A-binding) This distinction refers to the opposition of A and A positions. The former are those where we can find any referential expression which may be an argument of a verb (that is those positions where grammatical functions like Subject Of, Object Of, ... may be assigned), the latter are those which are not, that is positions of adjunction, COMP and heads. For instance, in (1) who is in a COMP position, and therefore, t is A-bound, whereas in (3) below, the nominal Peter is in an A-position, and therefore, t is A-bound. (3) Peter seems [ t to sleep] Chomsky remarks that in (4) below, there are two traces, one introduced in the course of passivization and the other by the introduction of the operator who: (4) who [ t was killed t’] Here, t is bound by who (and therefore A-bound), and t’ is bound by t (and therefore A-bound since t occupies a subject position). That amounts to say that who is an operator which binds t and that t is the antecedent of t’. Elements bound by an antecedent are generally called anaphors (except for PRO, an empty element which intervenes in the case of control-verbs like to promise or to allow), and Chomsky calls specifically variables the elements bound by an operator. The basic notions of the theory of binding are the following: 1.



a) α is X-bound (that is A or A) by β if and only if α and β are coindexed, β ccommands α, and β is in an X-position b) α is X-free if and only if it is not X-bound c) α is locally bound by β if and only if α is X-bound by β, and if γ Y-binds α then either γ Y-binds β or γ = β d) α is locally X-bound by β if and only if α is locally bound and X-bound by β



2. α is a variable if and only if a) α = [N P e] (empty NP) b) α is in an A-position c) there is a β that locally A-binds α. By means of these definitions, the reader can easily see that in (5) below:
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(5) who [S t seemed [S t’ to have been killed t” ]] • only t is a variable, since it is in an A-position, and A-bound by who • t’ is A-bound and locally A-bound by t, and therefore A-bound also by who • t” is A-bound and locally A-bound by t’, A-bound by t and A-bound by who Not only traces may be viewed as variables or anaphors, pronouns can also be viewed as such. For instance in (6) below, the pronoun he may be interpreted as co-referring to John, it plays the role of an anaphora, and if interpreted like this, it is A-bound by the nominal phrase John. A correct representation would be (6’) where coindexing is made apparent. (6) John thinks he’s smart (6’) John1 thinks [ he1 ’s smart] By doing so, pronouns are treated exactly like variables. In other frameworks (see Montague below) they are dubbed syntactic variables. Because they must be indexed in order to be interpreted, we understand why they are always introduced into the analysis with an integer attached to them, so that we may consider an infinity of such variables: • he1 , he2 , ..., hen , ...., she1 , she2 , ..., shen , ... • him1 , him2 , ..., himk , ..., her1 , her2 , ..., herk , ... The semantic notion of Binding If there is a syntactic notion of Binding, there is also a semantic one, which appears in the semantic translations of the sentences. Let us assume for instance that an operator is a kind of quantifier (like every, each, a, some, most, all etc.), the notion of Binding is then inherited from logic, where it is said in a formula like: ∀x boy(x) ⇒ (∃y girl(y) ∧ kiss(x, y)) that each occurrence of x is bound by ∀ and each occurrence of y by ∃. Our study of Binding will therefore make explicit the similarity of the two notions of Binding, one syntactic and the other semantic or logical. It is worth to notice that Chomsky qualifies only operator binding as ”logical”, the other being only ”a syntactic notion relating to the syntax of LF” (LF = Logical Form). We may of course assume that antecedent-binding is also logical in essence. It will be the case if we may characterize it by the means of the logical formulae into which sentences are translated. Actually, we will assume syntactic variables translatable into logical ones. If τ is the translation function, that will amount of assuming: • τ (he1 ) = x1 , τ (he2 ) = x2 , ... , τ (hen ) = xn , ... • τ (him1 ) = y1 , τ (him2 ) = y2 , ..., τ (himk ) = yk , ... 17
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and then we may assume that: • α is bound if and only if τ (α) is logically bound. In any way, such an approach poses the question of translating sentences into formulae of a rich formal language, in a systematic and rigourous way. Moreover, there seems to exist no other way to achieve this goal than compositionality: each word brings its own contribution to the entire meaning, which is itself derived step by step using the Grammar rules to assembly meanings. The model-theoretic notion of Binding Heim and Kratzer ([?]) proposes to directly interpret sentences as their truth-values, via a procedure which directly assigns model-theoretic entities to syntactic structures, not passing through formulae of a Formal Language. We will also study this conception. Let us simply here give a hint of their approach. Suppose we have built a syntactic tree: CP HH  H



who1



IP



H  HH



did



VP
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Mary



VP
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like



t1



Intuitively speaking, this sentence has no free variable, but the subtree: IP H  HH



did



VP



H  HH



Mary



VP



H  H



like



t1



has a free variable, obtained by translating the trace t1 into a logical variable x1 , so that the representation associated with this subtree is: (7) liked(M ary, x1 ) a formula which may be interpreted with regards to some structure M =< D, I > only by means of an assignment a which gives x1 a value. Because the CP is associated with a ground formula (that is a formula the truth-value of which is independent of any assignment) and dominates two nodes, one of which is associated with a formula with a free variable, the second node is seen as a binder and the variable contained in the subtree is said to be bound by it. In fact, the translation into the formula (7) is useless if we have a procedure that directly calculates truth-values from trees, as we shall see in the section ***. Such a procedure involves 18
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assignments and it makes sense to say that the variable x1 is free or not inside a tree structure independently of any translation into a formula.



2.1.2



Syntactic derivations and semantic composition To deal with semantic compositionality leads us to start from the structures which are the bases of the semantic representations, in other words those that these representations interpret. That presupposes we have established grammatical rules in order to generate those structures. The roots of this approach must be found in Montague, who showed, in the years 1970 how a grammar could be completed by a semantic component expressible in a formal language. Montague was thinking that there was not a big difference between a human language and a formal one. Actually, we know that most human languages have never been consciously conceived by humans1 , in contrast with formal ones which are entirely conceived by humans pursuing multiple goals like to express mathematical theorems, to formulate algorithms or to represent knowledges in an abstract manner. Montague’s viewpoint is therefore often put into questions and it will not be defended here: it does not seem that human language has a definite goal. It is not even possible to claim that it serves to ”communication” like it is often said, neither is it planned to perform calculi or to represent knowledge in a clear way. Chomsky’s viewpoint simply sees language as a product of our Mind, coming from our Language Faculty, the properties of which are determined by the constraints imposed by the other systems of the Mind/Brain with which it interacts, like the Articulatory-Perceptual system and the Conceptual-Intentional one. We cannot expect an explanation of its functioning by means of its alleged functions, not more than we can expect an explanation of the functioning of any biological organ coming from its function. Nevertheless, the Montagovian viewpoint is a useful starting point for our purpose, since it proposes an operational and rigourous way of doing allowing the deduction of logico-semantic forms (or conceptual structures if we prefer) from the analysis of sentences. Other viewpoints have followed Montague’s, but always keeping this spirit of translation of the Natural Language into a formal one, like Kamp’s, concerning discourse representations, which extend the approach to Discourse, thus introducing a dynamic dimension into the analysis. Even though, in a first step, Kamp’s approach (contained in the famous DRT (Discourse Representation Theory) is conceived in a frame which differs from Montague’s one, more recent developments have allowed to make the two frames closer, by proposing for instance a really compositional DRT.



2.1.3



Montague Grammar revisited From rules to sequents It may help to situate oneself in the context of the years 1960-1970, when Generative Grammar was mainly viewed as a system of Rewriting Rules like: S → N P V P ; V P → V N P etc. 1



except for some artificial languages like esperanto, volap¨uk or others, the ”success” of which is not completely obvious
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Another way of expressing these rules consists in reading them from right to left, as: NP V P ` S which amounts to see a grammar as a ”bottom-up” process rather than a top-down one. An expression like X Y ` Z is read as ”from X and Y, we may deduce Z”. Further on, we shall call sequent such a kind of expression. It is interesting to note that, if we have two sequents: N P V P ` S and V N P ` V P we may deduce the sequent: NP V NP ` S simply by using a very simple rule, that we shall call the ”cut” rule: Γ, X, ∆ ` Z



Γ0 ` X



Γ, Γ0 , ∆ ` Z



[cut]



where X, Y and Z are syntactic categories and Γ, Γ0 and ∆ are sequences of categories. This rule may be viewed as a transitivity axiom : if a sequence of categories containing a category X may produce a category Z and if a second sequence of categories gives an X, then by putting the second sequence inside the first one at the place occupied by X, the new sequence so obtained will provide us with a Z. Otherwise, it is clear that we always have: X`X for every category X, something that we call an identity axiom. In his Grammar, of which we shall give here only a short overview, Montague was making use of a particular notion of syntactic category (that we shall deepen in the sequel), which uses the fact that, in principle, some words or expressions have a regular behaviour with regards to other words or expressions: they are ”waiting for” some other words or expressions in order to become complete phrases. Thus we may consider, as a first approximation, that a determiner (DET) is an expression which must meet a common noun (CN) in order to give a nominal phrase. Thus, if CN is the category of common nouns and if T is the category of nominal phrases (or terms in Montague’s terminology), we will be able to replace the symbol ”DET” by the symbol ”T/CN”. The rule T → DET CN , that we may rewrite under the form of a sequent DET CN ` T therefore becomes the sequent: T /CN CN ` T We see then that if we have a very general rule, a kind of rule scheme or meta-rule, which says that for all X and for all Y , we have the sequent: X/Y Y ` X we can dispense ourselves with the above particular rule: the ”/” notation (that we name ”slash”) incorporates the particular syntactic rule into the category of determiners. In the usual syntactic theory, primitive categories are S, N P and CN , in Montague’s theory, we 20
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have CN, T, t, V I etc. The ”/”-operator will have later on a variant: ”\”, the first one denoting an expectation on the right, and the second one on the left. We will have: Y Y \X ` X so that a French post-nominal adjective, like an adjective for nationality (for instance am´ericain) will receive the syntactic category N \N (cf. e´ crivain am´ericain, for american writer). Given a category A, Montague denotes as PA the set of expressions belonging to that category. The format of the syntactic rules is therefore the following If α ∈ PA and if β ∈ PB , then (in some cases we have to enumerate) some function F (α, β) belongs to some set PC Obviously, the case where A = X/Y and B = Y is a particular case of this general principle, where the function F amounts to concatenation and where C = X, but Montague wishes to deal with more subtile cases which do not always refer to mere concatenation. For instance, the negation morpheme in French wraps the verb (”regarde” gives ”ne regarde pas”). An example of a rule that he gives for English is the following (which mixes phonological and syntactic considerations !)2 : S2: if α ∈ PT /CN and if β ∈ PCN , then F2 (α, β) ∈ PT , where F2 (α, β) = α0 β with α0 = α except if α = a and the first word of β begins by a vowel, in which case, α0 = an This rule allows to store the expression ”a man” as well as ”an aristocrat” among the expressions of the T category. Another example of a rule is: S3: if α ∈ PCN and if A∈ Pt , then F3,n (α, A) ∈ PCN , where F3,n (α, A) = α such that A∗ where A? is obtained from A by replacing every occurrence of hen or himn by resp. he, she or it or by him, her or it according to the gender of the first common noun in α (masculine, feminine or neutral). Example: α= woman, A = he1 walks, F3,1 (α, A)= woman such that she walks. In this rule, the pronouns are dealt with as indices (Montague calls them syntactic variables), represented as integers, those indices being introduced along the discourse, according to their order of occurrence. This announces in some sense the future treatment of pronouns in the DRT (as reference markers). These rules are nevertheless for Montague a mere scalfolding for introducing what is for him essential, that is a rigourous and algorithmic way to build, step after step, compositionally, the ”meaning” of a sentence. His method has two steps: • first, to build formulae, well formed expressions of a formal language (richer and richer, from ordinary first order predicate logic to intensionnal logic) 2



we follow more or less the numbering of rules which is given in PTQ
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2. C OMPOSITIONAL S EMANTICS AND G ENERATIVE G RAMMAR • then, to use a standard evaluation procedure of these formulae to deduce their truth value, with regards to a given model, assuming that the meaning of a sentence finally lies in its truth-value. To reach this goal, Montague crucially uses the λ-calculus (the bases of which are supposed here to be known). Let us note τ (α) the translation of the expression α, that is its image by a function τ which, to every linguistic meaningful expression associates a λ-term supposed to represent its meaning. We shall have for instance: τ (unicorn) = λx.unicorn(x) τ (a) = λQ.λP.∃x(Q(x) ∧ P (x)) Remark: rigourously, a function such as τ is defined on strings of characters, that we shall denote, in conformity with the convention adopted by Montague, by expressions in bold style. τ will be extended then to the non-lexical expressions by means of a semantic counterpart associated to each rule, which indicates how to build the semantic representation of the resulting expression (the output of the rule) from the translations of its components (its inputs). Thus the rule S2 will be completed in the following way: T2 : if α has category T/CN and if β has category CN, then: τ (F2 (α, β)) = τ (α)(τ (β)) By using T2 with α = a and β = unicorn, we thus get: τ (une licorne) = λP.∃x(licorne(x) ∧ P (x)) In what follows, we will mainly concentrate on simpler rules by searching to obtain from them the maximum of generalisation. Let us therefore consider the following simplified rule: S: if α ∈ PX/Y and if β ∈ PY , then F (α, β) ∈ PX , where F (α, β) = αβ of which we saw it has an easy translation under the form of the sequent X/Y Y ` X. We will adopt as its semantic counterpart: T: if α ∈ PX/Y and if β ∈ PY , then τ (αβ)=τ (α)(τ (β)) Symetrically, by using ”\”: T’: if α ∈ PY and if β ∈ PY \X , then τ (αβ)=τ (β)(τ (α)) Such rules may be simply given, in the sequent notation, by decorating the syntactic categories by means of the semantic translations of the expressions they belong to: α0 : X/Y β 0 : Y ` α0 (β 0 ) : X α0 : Y β 0 : Y \X ` β 0 (α0 ) : X where we simply wrote α0 (resp. β 0 )instead of τ (α) (resp. τ (β)). 22
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On relatives and quantification Among all the rules introduced by Montague, two of them will particularly attract our attention, because they pose non obvious problems that we shall meet also in other formalisms. These rules are noted as S3 , which will be used to introduce an expression like ”such that”, and S14 , which is used for quantified nominal expressions. S3 : if α ∈ PCN and if A ∈ Pt then F3,n (α, A) ∈ PCN where F3,n (α, A) is defined by : F3,n (α, A) = α such that A? where A? is obtained from A by replacing every occurrence of the pronoun hen or himn of type e by he or she or it or by him, her or it according to the gender of the first common noun inside α (masculine, feminine or neutral), and if α0 = τ (α) and A0 = τ (A), then τ (F3,n (α, A)) = λxn .(α0 (xn ) ∧ A0 ) S14 : if α ∈ PT and if A ∈ Pt , then F14,n (α, A) ∈ Pt where: • if α is not a pronoun hek , F14,n (α, A) is obtained from A by replacing the first occurrence of hen or himn by α and all the others respectively by he,she or it or by him, her or it according to the gender and case of the first CN or T in α, • if α is the pronoun hek , then F14,n (α, A) is obtained from A by replacing every occurrence of hen or himn respectively by hek or himk . and then : τ (F14,n (α, A)) = α0 (λxn .A0 ) Examples Let us study the case of some (pseudo)-sentences3 : (1) a woman such that she walks talks (2) Peter seeks a woman In the case of (1), the sentence he1 walks may be produced by means of the S4 rule, which has not yet been mentioned, which consists in putting together an intransitive verb - or a V P - and its subject. This rule is simple. We must yet notice that, because from now on, nominal expressions have a higher order type (see the result of an application of the S2 rule), the semantic counterpart does no longer amount to apply the semantic of V P to the one of T , but in the other way round, the semantic of the subject T to the one of V P . This makes us assume that all the nominal expressions (and not only the quantified ones like a unicorn or every unicorn have such a higher order type, that is (e → t) → t. We have therefore the following representation for a proper name: τ (Marie) : λX.X(marie) As for a pronoun like hen , it will be translated as: τ (hen ) : λX.X(xn ) where we understand the role of the indices affected to pronouns: they allow maintening a oneto-one correspondance between the pronoun in a text and the enumerable set of variables we can 3 we say ”pseudo-sentences” in the sense that a sentence such as (1) may seem weird to a native speaker of English. In fact, Montague is not looking for a realistic grammar of English - or of any language - he simply tries to approximate my means of formal tools linguistic mechanisms such as relativisation and quantification.
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2. C OMPOSITIONAL S EMANTICS AND G ENERATIVE G RAMMAR a woman such that she walks talks ∃x (woman(x) ∧ walk(x) ∧ talk(x)) S4
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a woman such that she walks λQ.∃x (woman(x) ∧ walk(x) ∧ Q(x)) S2
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woman such that she walks λx1 (woman(x1 ) ∧ walk(x1 )) S3
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woman λx.woman(x)
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he1 walks walk(x1 ) S4



H  HH



he1 λX.X(x1 )



walks λv.walk(v)



Figure 2.1: a woman such that she walks talks



use in semantics. We may therefore use S3 with α = woman and A = he1 walks, given that their translations are respectively: τ (woman) : λu. woman(u) τ (he1 walks) : walk(x1 ) We obtain woman such that she walks of category CN , and of translation : λx1 (woman(x1 )∧ walk(x1 )) Then S2 applies, which gives as a translation of a woman such that she walks : λQ.∃x woman(x) ∧ walk(x) ∧ Q(x) By S4 , we get the final translation: ∃x woman(x) ∧ walk(x) ∧ talk(x) It is possible to represent this generation of a semantic form by the tree of figure 2.1, where we show the rule applications. As it may be seen, if S2 and S4 amount to standard applications, S3 is not one, we could describe it semantically as a kind of coordination of two properties after the right hand side term (corresponding to he walks) has been abstracted over by using the variable associated with the pronoun (if not, that would not be a property but a complete sentence). it is this kind of irregularity that we shall try to avoid later on. In the case of (2), it is true that two generations are possible. The simplest uses the S5 rule: 24



Compositional approaches Peter seeks a woman λY.Y (peter) (seek’(λQ∃x (woman(x) ∧ Q(x)))) S4







H  HH  HH 



Peter λY.Y (peter)
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seeks a woman seek’(λQ∃x (woman(x) ∧ Q(x))) S5
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a woman λQ ∃x (woman(x) ∧ Q(x)) S2



HH  HH   H



a λP λQ ∃x (P (x) ∧ Q(x))



woman λu.woman(u)



Figure 2.2: Peter seeks a woman



If α ∈ PV T (transitive verbs) and if β ∈ PT (termes), then F5 (α, β) ∈ PV I (intransitive verbs), where F5 (α, β) is equal to αβ if β 6=hen and F5 (α, hen ) = α himn . Since V T is of the form V I/T , this rule is a simple application rule and it results from it that, semantically, the translation of F5 (α, β) is α’(β’). With that rule, we get the syntactic analysis of figure 2.2, where we let aside the semantic translation of seek. This analysis will give the de dicto analysis of the sentence. It would remain now to find the de re reading, for which the existential quantifier would be extracted from its embedded position as an object argument. Let us remark that this reading is the most familiar, the one which occurs for any ordinary transitive verb, if we accept for instance that the translation of Peter eats an apple is ∃x (apple(x) ∧ eat(peter, x)). At this stage, S14 must be used. This amounts to make the analysis and generation of figure 2.3. the λ-term at the root reduces according to: λQ ∃x (woman(x) ∧ Q(x))(λx1 λY.Y (peter)(seek’(λZ.Z(x1 )))) −→ ∃x (woman(x) ∧ (λx1 λY.Y (peter)(seek’(λZ.Z(x1 ))))(x)) −→ ∃x (woman(x) ∧ λY.Y (peter)(seek’(λZ.Z(x)))) From these examples, we may draw the following conclusions: • different readings are obtained by means of various syntactic trees, thus making what are in principle ”semantic” ambiguities (like scope ambiguities or de re/ de dicto ambiguities) in reality syntactic ones, which does not seem to be satisfactory on the theoretical side. Let us notice that the type of syntactic analysis which uses the S14 rule strongly looks like the solution of Quantifier Raising in Generative Grammar, as it has been advocated by R. May and R. Fiengo. Thus, the ”syntactic” approach of the semantic problem of scope 25



2. C OMPOSITIONAL S EMANTICS AND G ENERATIVE G RAMMAR Peter seeks a woman λQ ∃x (woman(x) ∧ Q(x))(λx1 λY.Y (peter)(seek’(λZ.Z(x1 ))) S14,1
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H H  HH   H



a λP λQ ∃x P (x) ∧ Q(x)



woman λu.woman(u)



HH H



H



Peter seeks him1 λY.Y (peter)(seek’(λZ.Z(x1 ))) S4
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Figure 2.3: Peter seeks a woman de re



ambiguities is not a drawback proper to the Montague Grammar, but that does not seem to be a reason to keep it! • the rules of semantic construction contain steps which are quasi ”subliminal”, consisting in abstracting just before applying. In the case of S14 , this abstraction uses the variable x1 on the form λY.Y (peter)(seek’(λZ.Z(x1 ))), which corresponds to the sentence Peter seeks him, in the aim to transform it into a property. On Binding Semantic representations a` la Montague allow us to reformulate the question of Binding, seen at ***. Sentences (1) and (2) involve binding in two different ways: (1) is a relative and the pronoun she must be interpreted as coreferential with a woman, like the following representation shows it, with coindexing: [S [DP a [N woman]1 such that [S she1 walks]] talks ] a more ”natural” sentence would be : a woman who walks talks, the representation of which would be: [S [DP a [N woman]1 who [S t1 walks]] talks ] In this case, the relative pronoun who is a binder, like is the expression such that. In the Montague grammar, the fact of binding is rendered by the ”subliminal” λ-abstraction which occurs during the application of the S3 rule. It is by means of this abstraction that woman and walks are applied to the very same individual. (2) contains a (existentially) quantified expression (a woman) which serves as a binder. The use of S14 also contains an implicit λ-abstraction which allows the displaced constituant a woman to apply to a function of the individual variable x1 . 26
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In each case, the scope of the binder is a formula with a free variable which is transformed into a function by means of λ-abstraction on this variable.



2.1.4



A Theory of Simple Types Montague uses so called semantic types. This means that every expression in the Montague Grammar is supposed to belong to (at least) one category (here, ”type” means ”category”). Let σ be the function which associates each expression with a set of types. It is assumed that expressions belonging to the same syntactic category also belong to the same set of semantic types, so that the σ function may be factorized through syntactic categories. Let T yp the set of semantic types and Cat the set of syntactic categories, and µ the function which associates each expression with its syntactic category, then there exists one and only one function τ from Cat to T yp such that σ = τ oµ. These semantic types are built from a set of primitive types A according to the following rules: 1. ∀t ∈ A, t is a type (t ∈ T yp) 2. ∀α, β ∈ T yp, (α → β) ∈ T yp Originally, types were used in Logic for eliminating paradoxes (like Russell’s), the formulation we are using here is due to Church (around the 1940’s). For Church, the set A consisted in only two primitive types: i (the type of individuals) and o (the type of propositions). For Montague and most applications in the Linguistic theory, the same types are denoted as e and t. As we remember, Russell’s paradox is due to the fact that in Frege’s framework, a predicate may apply to any object, even another predicate, thus giving a meaning to expressions like Φ(Φ) where a predicate Φ is applied to itself. In order to avoid this pitfall, Russell suggested to use types in order to make such an application impossible. The easiest way to do that is to associate each predicate with a type of the sort defined above and to stipulate that a predicate of type α → β may only apply to an object of type α, thus giving a new object of type β. Church and Curry took functions as primitive objects and Church used the λ-calculus to represent functions. Let us shortly recall that λ-terms are defined according to: M := x | (M M ) | λx.M that is: • every variable is a λ-term • if M and N are λ- terms, then (M N ) is also one • if M is a λ-term and x a variable, then λx.M is a λ-term • there is no way to build a λ-term other than the previous three clauses For instance ((M1 M2 ) M3 ) is a λ-term if M1 , M2 and M3 are. By assuming associativity on the left, this expression may be simply written as M1 M2 M3 . β-conversion is defined as: 27



2. C OMPOSITIONAL S EMANTICS AND G ENERATIVE G RAMMAR (λx.M N ) → M [x := N ] where the notation M [x := N ] means the replacement of x by N in M everywhere it occurs. η-conversation is the rule according to which: λx.(f x) → f η-expansion is the reverse rule. In the untyped λ-calculus, reduction may not terminate, like it is the case when trying to reduce: (λx.(x x) λx.(x x)) λ-equality between terms is introduced via a set of specific axioms: λx.M = λy.M [y/x] y not f ree in M (λx.M N ) = M [x := N ] X=Y
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Reduction always terminates in the typed λ-calculus, where the definition is enriched in the following way (it is supposed each type contain a set of variables): • every variable of type α is a λ-term of type α • if M and N are λ terms respectively of types α → β and α, then (M N ) is a λ-term of type β • if M is a λ-term of type β and x a variable of type α, then λx.M is a λ-term of type α→β • there is no way to build a λ-term other than the previous three clauses In the typed λ-calculus, an equality is introduced for each type : ”=τ ” means the equality inside the type τ . By means of these definitions, we can handle sequences of objects, like: a1 , a2 , ..., an which are interpreted as successive function applications: ((...(a1 , a2 ), ..., an−1 ), an ) These sequences may be reduced if and only if the sequences of their types may be reduced by means of the application rule: a:α→β (a b) : β
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More generally, we are interested in judgements of the form: 28



Compositional approaches x1 : a1 , ..., xn : an ` M : a which mean: the sequence of successive applications (...(x1 : a1 ), ..., xn : an ) reduces to the object M of type a. But there is not only an application rule. For instance the following expression is a possible judgement: x1 : a1 ` λx..M : a → b which is obtained from x1 : a1 , x : a ` M : b by an application of the abstraction rule: if A1 : a1 , ..., An : an , x : a ` M : b then A1 : a1 , ..., An : an ` λx.M : a → b This rule is precisely the one we use spontaneously when searching the type of a function: if a function f applied to an object of type a gives an object of type b, then it is itself an object of type a → b, which is noted by λxa .f . We may represent this abstraction rule also in the following way: A1 : α1 ,



...,



A 1 : αn · · · M :b



[x : a]



λx.M : a → b where the brackets denote a hypothesis, that the rule discharges at the same time abstraction is performed on the resulting term M. If after hypothizing a value x of type a, the sequence of objects A1 , ..., An of respective types α1 , ..., αn applied to this value, gives a term M of type b, then, without the hypothizing, the sequence A1 , ..., An leads to the term λx.M of type a → b. In the ordinary type calculus, the same hypothesis may be used (that is : discharged) any number of times, even none. In our next applications, there will be a constraint according to which a hypothesis must be discharged once and only once. In that case, the type calculus will be said linear, and we will employ the symbol −◦ to denote the arrow. All these points (rules systems and the linear calculus) will be studied at depth in the following sections of this book.



2.1.5



Heim and Kratzer’s theory Montague’s grammar was conceived and built during the sixties of the last century, without much attention paid to works done in the generative paradigm. Important syntactic notions like projection, move or control were ignored by the logician and philosopher. Many similar phenomena (like extrapositions and questions, quantifiers in subject or object position...) were treated in a non uniform way. Heim and Kratzer, as generativists, have tried to overcome these difficulties. They have, moreover, tried to give semantic interpretations in terms of truth values independently of any intermediary formal language, aiming to execute the Fregean program, as they declared in the second chaper of their book. 29
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Interpreting derivation trees As we know, a first order language L is interpreted relatively to some structure M =< D, I > where D is a non-empty set (the domain or universe of the interpretation) and I is an interpretation function defined at the beginning only on constants in L, and then extended to terms and formulae by means of a recursive procedure. In this frame, variables are interpreted by means of assignments, and the truth value of quantified formulae is obtained by making assignments to vary. An assignment may be viewed either as a partial function defined in V ar (the denumerable set of variables in L) with values in D or as a possibly infinite list of elements of D, (a1 , a2 , ..., an , ...) where for each i, ai is the value assigned by the assignment to the ith variable in L (with some ai possibly replaced by ⊥ for ”undefined” when there is no value assigned to the ith variable). Natural language is supposed to be interpreted similarly by Heim and Kratzer. What is required for that is simply a universe D and an interpretation function I which sends constant words to appropriate elements and sets definable from D and the set of truth values {0, 1}. For instance, we shall assume: • for every proper noun c, I(c) is an element de D, • for every intransitive verb V , I(V ) is a function fV from D to {0, 1}, • for every common noun N , I(N ) is a function fN from D to {0, 1}, • for every transitive verb V , I(V ) is a function fV from D to the set of functions from D to {0, 1} As an example, we may suppose D = {Ann, Mary, Paul, Ibrahim} and I defined as: I(Ann) I(Mary) I(Paul) I(Ibrahim) I(smokes)



Ann Mary Paul Ibrahim the function f : D −→ {0, 1} such that f (Ann) = 0, f (Mary) = 0, f (Paul) = 1, f (Ibrahim) = 1 I(kisses) = the function f : D −→ {0, 1}D such that • f (Ann) = the function fAnn : D −→ {0, 1} such that fAnn (Ann) = 0, fAnn (Mary) = 0, fAnn (Paul) = 1, fAnn (Ibrahim) = 0 • f (Mary) = the function fM ary : D −→ {0, 1} such that fM ary (Ann) = 0, fM ary (Mary) = 0, fM ary (Paul) = 0, fM ary (Ibrahim) = 1 • f (Paul) = the function fP aul : D −→ {0, 1} such that fP aul (Ann) = 1, fP aul (Mary) = 0, fP aul (Paul) = 0, fP aul (Ibrahim) = 0 • f (Ibrahim) = the function fIbrahim : D −→ {0, 1} such that fIbrahim (Ann) = 0, fIbrahim (Mary) = 1, fIbrahim (Paul) = 0, fIbrahim (Ibrahim) = 0 Then, rules may be interpreted in order to define the denotation of a sentence in a small language defined on this lexicon. Let us assume the following grammar rules: 30
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Compositional approaches rule 1 : S → NP VP rule 2 : NP → N rule 3 : VP → VI rule 4 : VP → VT NP rule 5 : VI → smokes rule 6 : VT → kisses rule 7 : N → Ann | Mary | Paul | Ibrahim Given a derivation tree τ in such a grammar, the yield of which is a sequence of words σ, we may interpret τ according to the following rules. rule 1 : if τ has a root labelled by S, and two branches α, the root of which is labelled by NP and β, the root of which is labelled by VP, then I(τ ) = I(β)(I(α)) rule 2 : if τ has a root labelled by NP, and one branch α, the root of which is labelled by N, then I(τ ) = I(α) rule 3 : if τ has a root labelled by VP, and one branch α, the root of which is labelled by VI, then I(τ ) = I(α) rule 4 : if τ has a root labelled by VP, and two branches α, the root of which is labelled by VT and β, the root of which is labelled by NP, then I(τ ) = I(α)(I(β)) rule 5 : if τ has a root labelled by VI, and one branch α, simply labelled by smokes, then I(τ ) = I(smokes) rule 6 : if τ has a root labelled by VT, and one branch α, simply labelled by kisses, then I(τ ) = I(kisses) rule 7 : if τ has a root labelled by N, and one branch α, simply labelled by Ann, Mary, Paul or Ibrahim, then I(τ ) = I(Ann), I(Mary), I(Paul) or I(Ibrahim) Let us consider the sentence Ann kisses Paul Its derivation tree τ is: S HH  H
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The interpretation of the tree is given by: VP NP
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and we have: NP N I(



N



) = I(



) = I(Ann) = Ann Ann



Ann and VP NP
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)) = I(kisses)(I(Paul)) = I(kisses)(Paul)



kisses Paul



Paul Applying the definition of I as defined on the constants of the language, we get: I(kisses)(Paul) = fP aul and therefore I(τ ) = [I(kisses)(Paul)](Ann) = fP aul (Ann) = 1 Let us notice here that the interpretation of a transitive verb in this grammar is such that to each individual x ∈ D, is associated a function fx from D to {0, 1} such that for each individual y ∈ D, fx (y) is equal to 1 if and only if x is the object of the verb and y its subject and there is between x and y the relation denotated by the transitive verb. Heim and Kratzer extend their notions and denote by [[.]] the function of interpretation that we can compute on each expression of the grammar (but we shall still use sometimes I as a notation for this function). An easier definition of the procedure amounts to define it not on trees but on nodes. The interpretation of a node is then the previous interpretation of the (sub)-tree it is the root of. With this change of perspective, we can generally define the interpretation of any node, starting from terminal nodes: 1. Terminal nodes : If α is a terminal node, then α belongs to the domain of [[ . ]] if [[α]] is given by the lexicon, 2. Non branching nodes : If α is a non branching node and β is its daughter, then α belongs to the domain of [[ . ]] if β belongs to it, and then, [[α]] = [[β]], 3. Branching nodes : If α is a branching node and β and γ are its daughters, then α belongs to the domain of [[ . ]] if β and γ belong to it and [[β]] is a function defined on [[γ]]. In this case, [[α]] = [[β]]([[γ]]). In the previous example, for instance, let us take the node α labelled by the symbol VP, it is a branching node. β (labelled by VT) and γ (labelled by NP) are its daughters and it happens that 32
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[[β]] is defined on [[γ]], therefore, [[α]] is defined and [[α]] = [[γ]]([[β]]). Heim and Kratzer make also use of the notion of type. Thus a necessary condition for [[β]] be a function defined on [[γ]] is that [[β]] be of type a → b and [[γ]] of type a, but cases may exist where this condition is not sufficient. Let us call interpretability condition the set of conditions expressed in (***). Of course the fact that [[β]] (for instance in the case of a transitve verb) is a function defined on [[γ]] may seem reminiscent of the θ-criterion, that is the fact that: (θ-criterion) : every argument receives one and only one θ-role, and each θ-role is assigned to one and only one element. Let us seen nevertheless that the interpretatibility condition may sometimes be satisfied when the θ-criterion is not. For instance it is often admitted that a common noun assigns a θ-role, it is what happens in a sentence like: Paul is a student where Paul receives the θ-role assigned by student. The sentence also satisfies the interpretatbility condition since a common noun is given the type e → t, and Paul is supposed to have the type e. But in the case of a NP like the student, the θ-role is not assigned whereas the condition is still satisfied: this time, it is the definite the which behaves as a function and ”absorbs” the demand for an argument. In fact, the is of type (e → t) → e, so that the student is again of type e, just as any proper name (for the time being)4 . Predicate modification As their denomination indicates it, modifiers modify items to which they apply. Nevertheless, application in this context must be a priori understood differently from the standard application of the semantic of an expression (say a verbal phrase for instance) to the semantic of another one (say its subject for instance). The modifier in blue may modify the predicate man in such a way that man becomes man in blue, but the two expressions have the same type (they are both of type e → t). It seems to be regular to assign type e → t also to the modifier in blue since it can works also as a predicate. There are therefore cases where a node α is a branching node, but none of its daughters can apply to the other in the regular way (satisfying the interpretatbility condition). This requires a new semantic rule, that Heim and Kratzer name a composition rule (even if it does not correspond exactly to what we usually name composition for two functions f and g). Such a rule takes two functions as inputs and returns a new function as output. For instance, the two inputs are: fman : the function D → {0, 1} such that for all i ∈ D, fman (i) = 1 if and only if i is a man fin blue : the function D → {0, 1} such that for all i ∈ D, fin blue (i) = 1 if and only if i is in blue and the output is: 4



The function associated with the definite is called a choice function since it amounts to select an individual in a set under some conditions



33



2. C OMPOSITIONAL S EMANTICS AND G ENERATIVE G RAMMAR fman in blue : the function D → {0, 1} such that for all i ∈ D, fman in blue (i) = 1 if and only if i is a man in blue The easiest way to express this transformation rests on the use of λ-functions. Let us denote the functions fman and fin blue by λ-expressions: fman : λx ∈ D. x is a man fin blue : λx ∈ D. x is in blue The resulting function fman in blue is equal to λx ∈ D. (x is a man)∧(x is in blue), or also : λx ∈ D. (x is a man) = (x is in blue) = true Finally we get, as a new semantic rule: 1. Predicate Modification : If α is a branching node and β and γ are its daughters, and [[β]] and [[γ]] are both of type e → t, then [[α]] = λxe .([[β]](x) = [[γ(x)]] = 1). Variables and binding In the previous section, we had no need for variables since we only elaborated on phrase structure rules (or merge operations), things are changing as soon as we introduce displacements of constituents and therefore traces. A relative sentence, for instance, like whom Mary met, is obtained after a Move operation which displaces the object of met and leaves a trace behind. In a DP like the man whom Mary met, man and whom Mary met are two properties which are combined exactly like in Predicate Modification: whom Mary met is a modifier. Its denotation is the function: (***) [[whom Mary met]] = λx ∈ D. Mary met x Sometimes, following Heim & Kratzer, we shall denote this function by: λx ∈ D. (Mary met x = 1) but the reader knows that for a boolean variable X, there is no distinction between the evaluations of X and of X = 1! (X = 1 is true if and only if X is true!). It remains to know how the variable x is introduced. In fact the two questions, the syntactic one concerning Move and the semantic one, concerning the introduction of a variable x amount to the same mechanism. Let us assume the following syntactic analysis of (***): CP H  H HH 
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The point here is that we will translate the trace by a variable. It remains to interpret a node marked by a trace. Like it is the case for the interpretation of formulae of First Order Logic, this 34
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requires the use of assignments. From now on, trees (and nodes) will be interpreted not only relatively to a structure M =< D, I >, but also to an assignment g : N → D and we will have, for any trace ti (indexed by an integer i ∈ N): [[ti ]]M,g = g(i) It results that the interpretation relatively to M, g of the tree representing Mary met t1 (that we will denote as τM ary met t1 ) is calculated in the following way: S VP
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DP )M,g = I(met)M,g (I(t1 )M,g )



met t1 = [λx.λy.y met x](g(1)) = λy.y met g(1) so that, finally, I(τM ary met t1 )M,g = [λy.y met g(1)](Mary) = Mary met g(1), which clearly depends on the assignment g. The next step consists in defining the role of whom. Heim and Kratzer introduce a new semantic rule: Predicate Abstraction. 1. Predicate abstraction: If α is a branching node whose daughters are a relative pronoun and β(ti ), then [[α]]M = λx ∈ D.[[β(ti )]]M,g[i:=x] In this rule, β(ti ) designates a tree β containing a trace ti and the notation [[.]]M,g[i:=x] means an interpretation relatively to a structure M and some assignment g modified in i in order to assigns a variable x to the integer i. By using this rule we can compute the denotation of whom Mary met: I(τwhom M ary met )M,g = λx ∈ D.I(τM ary met t1 )M,g[1:=x] = λx ∈ D.[M ary met g(1)]M,g[1:=x] = λx ∈ D.M ary met x At the last line, we get rid of g because the expression obtained no longer depends on it, and we get rid of M since all the constants which have to be interpreted with regards to I are already interpreted (Mary by the individual M ary and met by the function λx ∈ D.λy ∈ D.y met x). As we see it, the form which results is independent of any assignment, we can say that it is 35
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closed. In the last step, we can interpret the expression man whom Mary met by Predicate Modification thus obtaining: (∗ ∗ ∗)λx ∈ D.(x is a man) & (M ary met x) If moreover we interpret the definite the as a function from sets of individuals to individuals in the standard way: I(the) = the function which associates to any subset E of D the unique element of E if E is a singleton, and is undefined for other subsets, assuming that a function like (***) is the characteristic function of some set and that therefore we may also interpret man whom Mary met as a set (the subset of D whose elements are precisely the men whom Mary met), by Functional Application, we obtain for the expression the man whom Mary met, the denotation: I(the man whom Mary met) = the unique element m such that m ∈ D and m is a man and Mary met m if there is one and only one such individual and undefined if not Let us recall that, in a Montagovian setting, the translation of this nominal phrase is: ιx.man(x) ∧ met(M ary, x) using Russell’s operator ι. Let us summarize now Heim and Kratzer’s rules for interpretation: 1. Terminal nodes : If α is a terminal node, then α belongs to the domain of [[ . ]] if [[α]] is given by the lexicon, 2. Non branching nodes : If α is a non branching node and β is its daughter, then α belongs to the domain of [[ . ]] if β belongs to it, and then, [[α]] = [[β]], 3. Functional Application : If α is a branching node and β and γ are its daughters, then α belongs to the domain of [[ . ]] if β and γ belong to it and [[β]] is a function defined on [[γ]]. In this case, [[α]] = [[β]]([[γ]]). 4. Predicate Modification : If α is a branching node and β and γ are its daughters, and [[β]] and [[γ]] are both of type e → t, then [[α]] = λxe .([[β]](x) = [[γ(x)]] = 1). 5. Predicate Abstraction: If α is a branching node whose daughters are a relative pronoun and β(ti ), then [[α]]M = λx ∈ D.[[β(ti )]]M,g[i:=x] 36
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This allows some precise semantic definitions concerning Binding Theory. Of course, that we consider traces as variables is coherent with the following sense we give to this notion of variable in the linguistic theory:



1. A terminal symbol α is a variable if and only if, there are at least two assignments a and 0 a0 such that [[α]]a 6= [[α]]a 2. If α is a pronoun or a trace, a is an assignment defined on i ∈ N, then [[αi ]]a = a(i) 3. a terminal node is a constant if and only if for any two assignments a and a0 , [[α]]a = 0 [[α]]a 4. An expression α is a variable binder in a language L if and only if there are trees β and assignments a such that: a) β is not in the domain of a, b) there is a tree whose immediate constituents are α and β and this tree belongs to the domain of a For instance, if we go back to our previous example, it is obvious that there is an assignment f for which [[τM ary met t1 ]] is not defined, it suffices to take... the empty function ∅ as an assignment (or any partial function defined on N − {1}) but since [[τwhom M ary met t1 ]] no longer depends on an assignment, it is defined even for the assignment ∅ (or any assignment not defined on 1), therefore whom is a variable binder. Now, to define the notions of free and bound variables poses the problem of cases where, in a same expression some occurrences of a variable are bound and others free. we therefore define freeness and boundness for occurrences (H& K p. 118): 1. Let αn be an occurrence of a variable α in a tree β. a) αn is free in β if no subtree γ of β meets the following two conditions: i. γ contains αn ii. there is an assignment a such that α is not the domain of [[ . ]]a , but γ is b) αn is bound in β if and only if αn is not free in β Of course, if there was some subtree γ of β (including β itself) containing αn and such that γ would be defined for some assignment a which fails to give a value to αn that would amount to say that γ contains a variable binder for αn and αn would be bound. It may be shown thanks to this definition that: Theorem 1 αn is bound in β if and only if β contains a variable binder which c-commands αn 37
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αn Figure 2.4:  binds αn



Proof (cf. fig. 2.4) : suppose αn is bound in β, then, there is a subtree γ of β such that γ contains αn and there is an assignment a such that α is not in the domain of [[ . ]]a , but γ is. Let in fact γ be the smallest subtree with these properties. γ has two daughters, one, δ, which contains αn and another one,  which does not. Let a be an assignment such that γ but not α is in the domain of [[ . ]]a , because γ is the smallest subtree satisfiyng (i) and (ii), δ cannot satisfy them. Because (i) is true for δ, (ii) must therefore be false for it. Therefore δ is not in the domain of [[ . ]]a , this entails that  is a variable binder., and it is precisely in a position to c-command αn . H & K can then define the semantic notion of binding:



1. Let β n a variable binder occurrence in a tree γ, and let αm be a variable occurrence in the same tree γ, which is bound in γ, then β n binds αm if and only if the sister node of β n is the largest subtree of γ in which αm is free.



We have now a good notion of a binder. But is that enough to deal with numerous questions like those Montague coped with, like the interpretation of sentences with quantifiers? For a sentence like every boy met Mary the translation of which was ∀x (boy(x) ⇒ met(x, M ary)), a binding relation is assumed. Where does it come from? What is the binder? As we have seen above, the translations of respectively the boy whom Mary met and Mary met a boy are rather similar : ιx.boy(x) ∧ met(M ary, x) and ∃x.boy(x) ∧ met(M ary, x). For the nominal phrase, this is due to the use of the Predicate Modification rule, a use which is made possible by the facts that boy(x) and met(M ary, x) are two properties which are applied to the same individual x. In met(M ary, x), the occurrence of the variable x comes from the trace in the object position of the verb met. From what trace comes the same variable x in the case of the sentence? Necessarily, it must come from a trace but we don’t see what move could have let such a trace behind in this kind of sentence! From here comes the solution very early proposed by the chomskyan researchers R. May and R. Fiengo (later on endorsed by N. Chomsky) according to which quantificational sentences have a logical form coming from the so-called QuantifierRaising transformation, which amounts to move the quantificational phrase higher in the tree, so that it adjoins to the S (or IP ) node. 38
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Nevertheless, if we compare this tree with the one associated with the DP: DP 
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we may see that here, whom is the binder, which is coindexed with the trace, and not boy. It is the presence of whom, as a variable binder, which transforms M ary met t1 into the closed term λx.met(M ary, x). If we wish to have a similar construct for the quantificational sentence, we must have a similar element in its tree, in such a way that we could have two λ-terms: λx.boy(x) and λx.met(M ary, x) and the quantifier a applying to both, thus getting ∃x.boy(x) ∧ met(M ary, x), but what can play this role in this case? Heim & Kratzer propose to insert a binder coindexed with the trace for every move of a quantificational phrase, thus producing for instance: S H  HH
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We must of course remember that we keep the same analysis of quantifiers that the one performed in Montague’s frame, that is a quantifier like a or every has the type (e → t) → ((e → t) → t), which compels us to have two (e → t) type predicates as arguments of the determiner. By taking this solution, we easily see how the meaning of such a quantificational is obtained: VP I(
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a boy and finally, by Functional Application: I(τa boy met M ary ) = [λg .∃x.(boy(x) = 1)&(g(x) = 1)](λx1 .(x1 met M ary = 1)) = ∃x.(boy(x) = 1)&([λx1 .(x1 met M ary) = 1)](x) = 1) = ∃x.(boy(x) = 1)&((x met M ary) = 1) Of course, Predicate Abstraction has been generalized:



1. Predicate Abstraction: If α is a branching node whose daughters are a binder which bears the index i and β(ti ), then [[α]]M = λx ∈ D.[[β(ti )]]M,g[i:=x]



It is worth to notice here that such a solution has strong advantages. For instance, let us take a case where the quantificational phrase is in the object position. As we know, in this case, we have in principle a type mismatch: 40
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where someone is of type (e → t) → t and met of type e → (e → t), thus preventing any application of the Functional Application rule5 . Quantifier raising mixed with this introduction of an ”artificial” binder gives a correct solution, since we have now: S 
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which yields the expected meaning (provided that, of course, we keep considering a trace t as belonging to the e type6 ). There is one point which still deserves attention: when, exactly, such moves, which have been apparent in the case of quantificational phrases, may or must occur? H & K call Q-adjunction such a transformation and they say that the adjunctions may attach to other nodes than S (or IP), but also, why not?, to VPs, CPs and even DPs. It is worthwhile here to notice that Heim & Kratzer’s viewpoint is based on a strict distinction of two ”syntactic” levels: • the level of Surface Structure (SS), which may be seen as the ’syntactic’ level properly speaking • and the level of Logical Form (LF), which seems to be only legitimated by a transformation like QR, which makes a distorsion with regards to the (phonetically) observed syntactic forms (since QR is only interpreted at LF and not at PF, the so-called ”phonetic form”) They show that binding may be defined at each level (syntactic binding for SS as opposed to ’semantic’ binding at LF) and they postulate, in their Binding Principle that the two notions exactly correspond to each other 5



of course, Functional Composition could apply here, but this is another solution, that we shall examine later on, in the Categorial Grammar framework 6 All the traces are not of this type, think to sentences where another constituant than a DP is extracted, like a PP, or even a VP, let us keep these issues aside for the time being.
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Binding Principle: Let α and β be DPs, where β is not phonetically empty, then α binds β syntactically at SS if and only if α binds β semantically at LF. Here the notion of ”syntactic binding” is exactly the one we presented in section 2.1.1. but the notion of ”semantic binding” is slightly different from the one we presented above (which only involves a variable binder and a trace or a pronoun). On the syntactic side, we know that co-indexing comes from the movement of a DP, which may be seen as previously indexed, and which leaves a trace with the same index behind it, at its original site, therefore a DP and a trace are co-indexed. That means that, syntactically, when looking at a quantificational sentence like Mary met a man, the DP a man and the trace it leaves are co-indexed : there is no variable binder at SS, and the representation is: S H  HH  H



a man1



S



H  HH



DP



VP



Mary
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V



DP



met



t1



When passing to the Logical Form, we may of course keep this co-indexation, even if we add up a supplementary node for the binder. S HH  H a man1 HH  H



1



S



H  HH



DP



Mary



VP



H  H



V



DP



met



t1



We may say in this configuration that the DP α (here a man) binds its trace t, even if it is, in fact, the binder 1 which does the job. This abus de langage reveals accurate if we now consider sentences with a reflexive, like a man defended himself, where the usual Binding Principles impose himself be bound by a man. In this case, the Logical Form is: 42
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1



S



H  HH  H



VP



DP t1



HH  H



V



DP



defended



himself1



where it appears that a man and himself are bound by the same variable binder, which is the only way to give the expected reading. We can then propose a new definition of semantical binding between two DPs (and not a DP and its trace like previously): A DP α semantically binds a DP β if and only if β and the trace of α are semantically bound by the same variable binder. This explains why in the principle above, we excluded traces for values of β. The need for QR would then be a consequence of this principle: the quantifier could bind a β only by putting the quantificational phrase α in a position where it c-commands β, therefore by moving it upward. But what if we tend to dispense with such a distinction (like in the most modern formulations of Chomsky’s Minimalist Program)? If the LF-level is created only for the sake of some special transformations like QR, couldn’t we think it is more or less ad hoc? Could it be possible to avoid the redundancy involved by two notions of Binding, which cover the same cases at the end, and to keep only one universal notion, which could be based on the familiar use of binding in Logic? We shall tend in the sequel towards a monostratal view according to which a single level of syntactic analysis (and not three like in the former theory of Deep Structure (DS) / Surface Structure (SS) and Logical Form (LF)) is opposed to semantic evaluation. Moreover, we arrive now at a stage where analogies with logical proofs may be shown patent. We will therefore at first make apparent this analogy and will provide more logical formulations of the theory, before entering solutions which help us getting rid of these distinct levels. Suppose that, instead of inserting a new node 1 at the specifier node of S, we simply create a unary branch :
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a man1
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Mary



and suppose we rotate this tree by 180o , transforming it into a proof-tree:



met



t1
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S0 S



Suppose then grammatical rules are expressed as deduction rules: • Lexical ones: M ary



met



a man



DP



V



DP



• Grammar rules: V DP



DP V P



DP S 0



VP



S



S



traces are seen as hypotheses, and there is a discharge rule which is semantically interpreted as the binding of the variable associated with some hypothesis: A



[DP : x] · · · B:γ



DP −◦ B : λx.γ (see subsection 2.1.4), then our inverted tree may be seen as a proof using these rules. 44
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met M ary DP a man1 DP



V



Lex



VP S



Lex



S0 S



Lex



t1 : x DP



Hyp R1



R2



[Discharging] R3



where in fact, S 0 = DP −◦ S. We use −◦ in that system since, as said in 2.1.4., exactly one DP hypothesis must be discharged. This opens the field to the Logical approach to syntax and semantics, that we shall study in the next sections of that book. One such approach is provided by Categorial Grammar, a formalism very early introduced by Polish logicians after Husserl’s philosophical work and Lesniewski’s proposals with regards to the notion of semantic type.
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