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We present a basic introduction to blackboard architectures and blackboard systems from a very general viewpoint. Speci cally, we view blackboard style architecture as one particular way to organize computational systems or agents. This style has a long history in Arti cial Intelligence, particularly within the context of problem solving systems. The presentation here takes a broader perspective not limited to problem solving. We discuss the common variations on this style, the advantages and disadvantages of the approach, its history, and some of the relationships to other architectural techniques in Arti cial Intelligence and Software Engineering.



1 Introduction Blackboard style refers to a particular way of organizing high level computing systems. In its most basic form, the style separates a system into a central, globally-accessible data structure, typically called the blackboard , and a number of independent computational modules, often called knowledge sources , or KSs . The knowledge sources perform computations based on the contents of the blackboard in order to change the the blackboard (see Figure 1). The fundamental philosophy of this organizational style dictates that the knowledges sources cannot communicate with each other directly or interact in any way other than by changing the blackboard. Thus, computation progresses as the state of the blackboard evolves. As with other styles for organizing computing
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Figure 1: The basic blackboard organization. A number of separate computational modules called knowledge sources, or KSs, communicate through a shared global data structure called the blackboard. systems, this organization can be imposed as the top-level organization of a system or as the organization of one or more subsystems. Originally, this style was introduced and developed as the overall organization of a class of problem-solving systems in Arti cial Intelligence. By problem solving, we mean here systems that are invoked with a speci c type of problem as input and that are expected to produce an appropriate solution as output, but that have no continued existence between their discrete problem episodes. Blackboard systems , as they are called, now have a long history in AI, with many success stories. Good introductions to this blackboard systems tradition can be found in [13] or [12] and in [2]. This paper draws on those works, and contains some overlapping content, but presents a broader view of this fundamental architectural style. For instance, it is important to note that despite its origins and early history the blackboard style is also applicable, and in many cases particularly appropriate, outside of the domain of problem solving, where it has been used as the basis for highly autonomous agents embedded in complex, dynamic environments [7, 10]. The blackboard style is not a speci c agent or system architecture, but instead represents a class of architectures that share the characteristics described below. It is one of many possible architectural styles for organizing a computational system. For a more general introduction to the space of such styles, see [3]. We rst introduce the basics of the blackboard model, then describe a little history and explore the relationship between blackboard systems and production systems. Next details and common variations of the blackboard style are presented. We conclude by discussing the strengths and weaknesses of this approach to systems design and by comparing it with other popular elds of investigation.
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2 The Basic Blackboard Model Here we present a more complete description of a basic blackboard system. Figure 1 illustrates the organization at its coarsest level. The two major components of the model are  the blackboard, a global data structure, and  the knowledge sources, computational modules embodying knowledge that is useful in the context of the application for which the system was designed. Knowledge sources, or KSs, when executed, make changes to the blackboard. Not all KSs are appropriate for execution at any given time. Instead, only a certain subset of all available KSs are enabled, or triggered, at any time. A KS is enabled based on the state of the blackboard, or changes in this state. Thus, each KS has two subcomponents, one that determines whether or not the KS is enabled, called the KS precondition , and one that encodes the computation to be performed by the KS when executed, the KS body . The basic execution cycle, or control cycle , consists of the following steps: 1. Determine which KSs are enabled. 2. Choose which of the enabled KSs are to be executed. Typically, only one will execute per cycle. 3. Execute the KS (or KSs). This will cause changes in the state of the blackboard, which will enable other KSs. 4. Repeat. This brings us to the third important component of a blackboard system, control . In principle, in a parallel computing environment, KSs could operate in parallel, each executing and updating the blackboard as it becomes enabled (with appropriate locking mechanisms to prevent multiple KSs from updating the same part of the blackboard simultaneously). However, in most applications to date, only a single KS can execute at a time, necessitating a method of either choosing a single KS or ordering all the enabled KSs for execution in series. This problem is known as the control problem, and the method used to solve it is known as the control strategy . Blackboard systems dier greatly in their individual control strategies. Figure 2 adds a control module to the basic illustration. The control module is often called the scheduler . We can now introduce a diagram, Figure 3, that explicitly shows the two subparts of KSs. Even this very abstract model embodies the following properties, probably the most important aspects of blackboard systems: 3
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Figure 2: Basic blackboard system with control. The control module acts as a gate-keeper, determining which KSs can talk to the blackboard at what times. Knowledge sources cannot communicate directly. All communication must be via changes made to the blackboard. Among other things, this implies that knowledge sources can have no direct knowledge about the identities or implementations of other knowledge sources.  Knowledge sources are self-enabling. Unlike, for example, functions in traditional computer programs, which must be explicitly called by name, KSs automatically volunteer themselves for execution as soon as the situation warrants. The KSs, and the reasoning style of the system itself, are said to be opportunistic in the sense that they trigger when the opportunity arises.  Due to the opportunistic order in which various KSs execute, computation does not proceed exclusively in a single prede ned direction or based on a single prede ned scheme. This applies both to the order in which the KSs are executed and the order in which various items on the blackboard are examined or manipulated. There is no prede ned order for the KSs and there is no prede ned reasoning scheme, such as forward reasoning, backward reasoning, means-ends analysis, etc. Instead, the order of execution and type of reasoning is determined at run-time based on the current state of the system, as dictated by previous computation and possibly external events. The advantages and disadvantages of these characteristics are discussed in Section 6.2.1. 



2.1 Example of Basic Blackboard Operation



We will now consider a brief example for illustration. The classic conceptual analogy of cooperative problem solving with a blackboard concerns the assembly of a jigsaw puzzle [13, 12]. Imagine a number of people trying to put together a 4
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Figure 3: Basic blackboard system with control and KS preconditions and bodies. The results of the evaluation of the preconditions are available to the control module. jigsaw puzzle on a table, and imagine that each person holds a certain portion of the puzzle pieces and is the only one who can see his or her pieces. One person starts by putting a piece, or possibly a few, down on the table. From then on, each person looks at his or her pieces to see whether any will t with pieces already on the table. If any will, they put that piece down, tting it into all pieces already on the table that it matches. As people t more and more pieces into place, the whole puzzle is incrementally completed. People in this analogy play the roles of knowledge sources and the table on which they construct the puzzle corresponds to the blackboard. The entire procedure can take place without any of the people talking to one another or seeing each others' pieces. Each person acts on his or her own initiative when he or she sees an opportunity. Lastly, no prior agreement dictates the order in which people put down their pieces. This includes both that there is no order for the people themselves, e.g., alphabetical by name or in order of height, and also that there is no order for the pieces, e.g., systematically from the upper-left to lower-right corner. So far, this analogy corresponds to a parallel blackboard model, but we can easily adapt the analogy to a serial model by imagining that the table is roped o and that a coordinator chooses one person at a time to let through the ropes in order to t a piece of his or hers into the puzzle. At any given time, everyone who has an appropriate piece to oer makes some signal to the coordinator, such as raising their hands. The coordinator corresponds to the scheduler and the strategy the coordinator uses to select one of the volunteers corresponds to the control strategy. 5



3 A Brief History Blackboard systems began in AI with the HEARSAY speech understanding systems developed at Carnegie Mellon University in the early 1970s as part of the DARPA speech understanding project. HEARSAY-II was the rst system whose architecture embodied all of the typical features of blackboard systems. It provided a speech-based interface to a database of computer science abstracts, using a blackboard organization to interpret spoken commands and queries. A separate project at CMU, the HASP project, from 1973 to 1976 implemented the second early blackboard system, based loosely on Hearsay-II, for the interpretation of passive sonar data. Only the most general principles of HEARSAY-II's organization were used in constructing HASP. After these rst two applications, many other blackboard systems were created based on the basic blackboard organization shared by HEARSAY-II and HASP. Most systems were based on one or more earlier systems, with the bulk of the early systems falling into either the HEARSAY-II or HASP traditions. Figure 4 shows many early systems and some of their relationships. Despite the commonalities, each system diered signi cantly from the others due to the particular details of its task. Thus, no precise, canonical blackboard system design has ever existed. Instead, the basic blackboard model is an abstraction of the shared organization of the various early blackboard systems. There is a continuum of detail/abstraction in which the more abstract a view one takes, the more systems look similar. Conversely, the more detailed a level at which one views the systems, the more variability in organization and behavior will be seen. In the blackboards community, three levels of detail have been distinguished and labeled. The most detailed level corresponds to actual implemented systems. This is known as the application level, and a blackboard application is synonymous with a blackboard system designed for a particular task. The most abstract level corresponds roughly to the level of detail used in the description above, and is typically called the blackboard model , though here we have also referred to it as the blackboard style. In between, a more detailed view which still abstracts a number of common features from many dierent systems is often referred to as a blackboard framework . The terms blackboard architecture and blackboard shell are essentially synonymous with blackboard framework but with stronger connotations that their purpose is to serve as a template for the creation of actual systems. A number of researchers have created blackboard shells, such as HEARSAY-III, AGE, and our own BB1 [4]. While Section 2 described the basic blackboard model, Section 5 will present more of the details to be found at the level of blackboard frameworks. Recently, the Software Engineering community has begun to study blackboard style organization along side other software architecture styles, such as object-oriented organization [3]. See Section 6.2 for a discussion in this context. 6
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Figure 4: A few early blackboard systems and their intellectual lineage.



4 Relationship with Production Systems It is worth noting brie y that at an abstract level, blackboard systems bear a strong structural resemblance to production systems [15, 16]. Much like blackboard systems, production systems are both a method of organizing problem solving systems and more generally a method of organizing computing systems. Production systems are very general and production system representation can easily be viewed as a programming language. Production systems consist of logical if-then rules, also called condition-action rules or production rules, usually of the general form: if condition1 and condition2 and . . . conditionn then conclusion. A production system has two main components,  a working memory, for holding the results of applying the rules, and  the set of if-then rules, collectively called the production memory. Rules are applicable when their condition parts are satis ed by the contents of working memory. When applied, the conclusion changes the contents of working memory. Usually, the conclusion simply adds or removes items from working memory. The basic execution cycle consists of: 1. Determine which rules match (are satis ed by) working memory. 7



2. Choose a rule to apply. 3. Apply the rule. This will change the working memory. 4. Repeat. The set of applicable rules determined in Step 1 is called the con ict set. Choosing a rule to apply from the con ict set in Step 2 is called con ict resolution. As with blackboard systems, parallel production systems in which multiple rules can be applied in parallel are reasonable, but not common. Production systems vary greatly in their con ict resolution strategies. The similarity between blackboard systems and production systems should be obvious at this point. The blackboard corresponds to production systems' working memory, knowledge sources correspond to condition-action rules, and the control strategy corresponds to the con ict resolution strategy. In fact, production systems can be seen as a special case of blackboard systems in which the blackboard contains only a set of data items and the KSs all have the form of simple if-then rules. Despite these similarities blackboard systems and production systems are conceptually and historically very dierent. The biggest dierence is one of granularity. Production systems rules are all isomorphic in form and are typically much simpler than blackboard knowledge sources, which are heterogeneous in form and can be arbitrarily complex procedures. Thus, many more rules are usually needed in a production system than KSs in an equivalently complex blackboard system. Conceivably, a KS of a blackboard system could itself be implemented as a production system. Another signi cant dierence lies in the type of data about which these systems can reason. The exibility of blackboard systems allows them to reason about arbitrary types of data, so long as they posses the appropriate knowledge sources. Production systems on the other hand cannot reason about many types of raw data, such as auditory signals, images, etc., without this data rst being translated into a set of logical data items. [16, p.90] also discusses the relationship between blackboard and production systems.



5 Details of the Model Here we provide a more detailed view of typical blackboard systems. Many of these details will aid in understanding of the basic model and would be particularly helpful for understanding the operation of particular blackboard systems. We will present the ideas in the speci c contexts of the blackboard, the knowledge sources, or the operation (control) of the system. Note that at this more detailed level of description, more variability can be seen and thus more alternative methods are discussed. Still, most of the details presented 8



here can be seen as expansions or speci cations of aspects of the basic model presented above.



5.1 The Blackboard



The blackboard is a global data structure that serves as the medium for all communication amongst the knowledge sources, and as such it is very general in what kinds of information it might store. However, in many problem solving systems, the blackboard primarily contains solutions and partial solutions to the problem at hand. The solutions are incrementally modi ed and built as the system operates. Thus, the knowledges sources operate directly on portions of solutions, using these as their primary medium of communication. The space of all possible partial and full solutions to the problem is called the solution space . For example, in HEARSAY-II, the solution space consisted of all possible interpretations for the speech utterance under consideration or for any sub-part of the utterance. In HEARSAY-II, this is all the blackboard contained (with the exception of some extra bookkeeping information about the history of the reasoning process itself, see below). This notion of the blackboard containing the working solution has had a strong historical in uence. While the blackboard can in principle be structured in any way, most blackboard systems exhibit some particular organizational features and use a particular vocabulary with which to discuss them. Usually, the blackboard is organized into dierent levels , with each level representing information about the domain at a dierent level of granularity. Often, the levels are arranged to correspond to a particular compositional hierarchy, or part-of hierarchy. For example, in HEARSAY-II the levels corresponded to a part-of hierarchy for components of speech utterances, such as phonemes, words, word sequences, and phrases. The elements of each level are composed of elements from the level below. A knowledge source that examines a number of elements from one level and suggests an solution element at the next higher level, such as suggesting a particular word from a set of phonemes, is performing bottom-up analysis. Conversely, a suggestion regarding an element at one level that results from examination of higher levels corresponds to top-down in uence. One of the hallmarks of blackboard systems is the smooth integration of bottom-up and top-down processing. Levels do not always correspond to a precise hierarchy. Sometimes they are simply conceptual organizations imposed by the system designers to partition the blackboard in useful ways. On each level, particular types of objects are stored. Typically, objects are created and destroyed dynamically. These objects are often called nodes since in many systems they are interlinked into a network structure with various types of links. For example, the part-of hierarchy of HEARSAY-II constitutes one
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such network.1 Each phoneme, word, phrase, etc. would have a particular node object at its appropriate level. Each node can have a number of attributes, each with attached values. For example, a word in the HEARSAY-II hierarchy might have a con dence factor or a time associated with it. Typically, all nodes in the same level will have a particular set of attributes speci c to that level. Thus, in many ways levels represent classes of nodes of which each individual node is a particular instance. Often, a blackboard system requiring a higher level partitioning of data will contain multiple blackboard panels , each with its own levels, for storing dierent kinds of information. For example, some systems require more than one dierent hierarchy. The partition of the overall blackboard into separate panels, like the choice of levels within each panel, is a static design decision made by the system designers. Dierent kinds of lists are maintained automatically on the blackboard by many systems. For example, Event lists record changes made to the blackboard, with each change recorded in one element of the list. Each event identi es the node that changed and the changes made to the node's attributes. In some systems, all changes are recorded as events, while in others only certain changes that can potentially trigger knowledges sources are recorded in the event list. Also, often the events will be categorized into a discrete set of event types. Event lists are often used as part of the control strategy. A closely related list, the history list maintains slightly more information than the event list. In addition to information on what changed in the blackboard, the history list contains information on how that change came about, such as the knowledge source involved in the change and any variable bindings speci c to the invocation of the KS that caused the change. History lists are most often used for explanation facilities and for system debugging. One can also imagine a history list forming the basis for a system introspection mechanism. In addition to dynamic information, some systems require additional designtime, xed information. Such static information can obviously also be stored on the blackboard in whatever form is necessary.



5.2 The Knowledge Sources



Knowledge sources are very exible. They can be simple and highly structured, like production system rules, or arbitrarily complex programs, or anywhere in between. They can contain mostly declarative information or be very opaque procedures. The term knowledge source refers to the original idea that each KS contributed a bit of knowledge to the solution of the problem. The major motivation for the creation of knowledge sources was to modularize, or split, all 1 HEARSAY-II's network was actually an AND/OR tree with OR links denoting mutually exclusive possibilities and AND links denoting part-of relationships between compatible interpretations at dierent levels.
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of the information and procedures needed by the system into separate, independent modules. Originally, the practical reason for this separation in the context of the HEARSAY project had mostly to do with allowing multiple people to work on the project simultaneously. Of course, the many bene ts of modularity are now widely recognized in the elds of software engineering and computer science in general. As mentioned previously, KSs are composed of two parts, their preconditions and their bodies. The preconditions, like the conjunctive conditions of an if-then rule, test the state of the blackboard and dictate when the KS can be executed. The bodies are the actual executable portions.



5.2.1 KS Preconditions



The preconditions dictate when the KS can be executed based on the blackboard. They can be very complex, very simple, or anywhere in between. They can directly test the current state of the blackboard or focus exclusively on changes in this state. In general, they can be arbitrarily complex programs that examine any part of the blackboard. HEARSAY-II used arbitrary procedures. At the other end of the spectrum, they can prede ned statically before run-time. In HASP there were a xed number of blackboard event types, for dierent kinds of changes made to the blackboard. Each KS was triggered by a certain subset of the event types. Thus, simple lookup in a table of event types and KSs was all that was needed to determine which KSs were enabled. In some systems such as HASP, all KSs whose preconditions are satis ed are executed on that control cycle, but in others such as HEARSAY-II, a single KS is chosen for execution from amongst those that are enabled. In the former case, all preconditions are re-evaluated during each control cycle. Preconditions must be simple and ecient to evaluate in such systems.2 For systems in which the preconditions can be expensive to evaluate, re-evaluation on each cycle poses an eciency problem. Thus, enabled status in such systems persists for many cycles. The simplest strategy to deal with persistence of enabled status is to simply let any enabled KS remain so until it is nally executed. This strategy is employed in HEARSAY-II. However, problems can arise if the system is not designed properly because by the time a previously enabled KS is executed, the blackboard may have changed to a state for which execution of the KS is inappropriate due to the intervening execution of other KSs. Note that if the appropriateness of each KS is dependent on the state of the blackboard rather than the fact that some particular change occurred recently, the same problem can arise when executing all enabled KSs on each cycle since they must be executed sequentially and thus the state may have changed for all but the rst. 2 Systems in which the preconditions have a particular form can sometimes use specialized algorithms to eciently re-evaluate the preconditions for each new cycle. In production systems, this task is performed by algorithms such as RETE[15].
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More complex precondition strategies have been created to deal with these eciency and state consistency problems. One simple strategy is to simply re-check the preconditions after the KS is chosen for execution but before it actually executes. More complex schemes involve splitting the precondition for each KS into two parts. In one such scheme, the rst part of each precondition is an ecient test that is re-evaluated on each cycle for every KS, and the second part is a more complex test that the system must only check for those KSs passing the rst test. Another such scheme splits the precondition into an enabling condition and a disabling condition. The enabling condition is used just as a normal precondition, with persistent enabled status except that the disabling condition is checked each cycle for each KS in the enabled state. If the disabling condition is satis ed, the KS goes back to the non-enabled state. When satis ed, preconditions might yield more information than simply the fact that the KS can be executed. Often preconditions pass information to the KS body for it to use during execution. Commonly, this information takes the form of variable bindings from the blackboard that are then used as parameters by the KS body, much like variable bindings from the condition part of if-then rules being applied to the action part. In addition, the preconditions may generate information to be used by the scheduler in deciding which enabled KS body to execute. This information might take the form of a scalar value indicating the appropriateness of the KS given the current state of the blackboard, eectively transforming the range of enabledness to be a continuum of values rather than a binary yes/no. Alternatively, the information might describe characteristics of the behavior of the KS body, such as how quickly it will execute or how much uncertainty is likely to be present in the results of its computations. Lastly, the information might describe abstractly the changes the KS body will make to the blackboard. The scheduler can then use this information, possibly together with other sources, to choose which KS body to execute.



5.2.2 KS Body



In principle, an executing KS can make any changes to the blackboard. That is, it can examine any part of the blackboard and change any part of the blackboard. Typically, however, each KS execution only makes minor changes to a small region of the blackboard. Often KSs use information from only one level of the blackboard and make changes to only one adjacent level. When the changes are made to the level just above the level examined, the KS performs bottom-up reasoning, and when the changes are made to the level just below, the KS performs top-down reasoning. The body of the KS can be encoded in any executable form. Most early blackboard systems used either procedures encoded in some programming language, or sets of production-style rules, all of which would be tested and applied during execution of the KS. In the former case, any programming language will 12



suce. The body of a KS could itself have a complex computational architecture, such as a production system or even another blackboard system. In principle, any kind of computing system will work. Though KS bodies can be general computing systems, they tend most often to be episodic, re exive systems in the sense that they maintain no internal state from one execution to the next. Instead, in keeping with the blackboard philosophy, internal state variables maintained across executions are stored on the blackboard, for all to see. In theory, this is not necessary if no other KS absolutely needs to make use of the information. Only information meant to be communicated between KSs needs to be stored on the blackboard. However, by storing all state information on the blackboard, the system becomes more



exible to future updates in which new KSs are added and can make use of some of this state information. One special case in which KSs might maintain internal state involves certain types of learning. A learning KS improves the quality of the computation it performs over time through the constructing or tuning of a data model, for example a neural network or a decision tree. It may be more appropriate for such KSs to store models as internal state variables rather than on the blackboard, especially when the encoding representation is non-declarative or very speci c to the particular computation performed by the KS, as in the case of the weights and architecture of a neural network. If the \learning" performed by the KS is better described as information acquisition or simple remembering, or the KS learns a declarative representation, such as a set of rules, or information that may be of general interest, such as a map, then storage on the blackboard is more appropriate. In general, whether or not to store on the blackboard information needed by only a single KS is a design decision.



5.3 The Control Strategy



The control strategy and related details of system operation vary widely from system to system and are thus sources of some complexity and potential confusion. Below we mention some of the most important variations.



5.3.1 Focus of Attention



The process of determining which KSs are enabled, Step 1 of the basic execution cycle presented in Section 2, in some systems can be more complicated than simply evaluating each KS's preconditions. As mentioned above, knowledge sources usually examine as input only a portion of the blackboard when executed. This portion is sometimes called the context. In the simple blackboard model presented above, the scheduler chooses a KS and then the KS executes using the context appropriate for it. However, in some systems, instead of directly choosing a KS, the scheduler chooses a context 13



and then the KS (or KSs) for which that context is appropriate are considered enabled and are executed. In still other systems, multiple instantiations of a single knowledge source might be enabled, each with its own context. For example, the same KS might be applicable to two dierent blackboard objects. In these systems, the scheduler, by choosing a particular KS instantiation eectively selects both the KS and the context. The element chosen by the scheduler, whether it is a knowledge source, blackboard region (context), or combination, is known as the focus of attention . Thus, in the systems in which the focus of attention is a blackboard region, the control strategy not only directly decides which KS will execute (Step 2, Section 2) but also in uences which KSs are enabled through its choice of focus of attention. In such systems, often only particular parts of the blackboard are candidates to be the focus of attention. Typically, the focus of attention will be an event chosen from the event list.



5.3.2 Scheduling Preconditions



Typically, preconditions for all knowledge sources are evaluated together, but in some systems, such as HEARSAY-II, the preconditions themselves are schedulable actions. On each control cycle, the scheduler chooses either a precondition to evaluate or a KS body to execute. As usual, only those KS bodies whose corresponding preconditions have already been successfully evaluated are candidates for execution. All KS preconditions might be candidates for execution, or only some subset might be considered, with the subset de ned by other conditions, eectively preconditions on the preconditions. In HEARSAY-II, KS preconditions were only added to the list of candidate actions when certain prede ned event types occurred, much the same way that KS bodies themselves were enabled in HASP. Preconditions in such systems can be viewed as having two stages.3



5.3.3 Bounding Control Cycle Period



Normally, knowledge sources are simply executed until completion. Thus, the duration of each control cycle varies with the time to execute the knowledge source and evaluate preconditions. Since KSs, either bodies or preconditions, can often be general computing elements, it might be impossible to bound their total execution time. This will usually be okay for problem solving systems so long as each module is designed to run quickly enough that overall time to compute a solution is acceptable for most inputs. In order to allow for quick reactions to urgent external events in real-time settings, it is advantageous to be able to bound the total cycle time. One 3 HEARSAY-II, however, is not typically described this way. The conditions on enabling preconditions in HEARSAY-II were not considered to be part of the knowledge sources themselves but where instead viewed as the job of a separate monitor module.
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obvious but very uncommon scheme to accomplish this involves mechanisms for suspending execution of an un nished knowledge source, and potentially resuming execution later. This scheme is complicated for a number of reasons. A mechanism for saving the state of suspended KSs is needed. The control strategy ideally would need to be more complex to take into account factors such as how long a previously suspended KS body has already run. More so than context switching between independent operating system processes the shared blackboard data structure can cause consistency problems, deadlocks, etc. Very careful system design or locking mechanisms are needed to prevent KSs from interfering with each other's computations. Such locking can be based on the regions of the blackboard (contexts) on which individual KSs focus. Alternatively, careful design of the KSs can be used to insure bounded running times. Unfortunately, in either case the time to decide on a KS to execute will be dependent on the number of available KSs, the number that are enabled, and possibly other factors. To deal with this problem the notion of a satis cing cycle that only considers the most promising possible actions up to available time constraints was introduced [8].



5.3.4 Termination Considerations



In problem solving systems without continuous inputs, i.e., systems that receive an input initially and subsequently produce a solution, the system usually halts when a valid solution has been found or when it determines that it cannot nd a solution. A special knowledge source whose preconditions evaluate the validity of solutions can terminate the system. If the system ever reaches a point where no KSs are enabled, it indicates that a solution cannot be found. As with most computing systems, it is possible that a poorly designed blackboard system might end up in an endless cycle, but this rarely happens in practice. Note that these considerations are not relevant to embedded, dynamic systems. In these systems, external events cause changing inputs which trigger changes to the blackboard. Thus, if no KSs are enabled in a long-lived system, it simply waits until external events trigger some of its KSs.



5.3.5 Encoding of the Control Strategy



The control strategy can be viewed as a function that maps the list of enabled activities (possibly with associated information) to a chosen activity (or possibly multiple ordered activities). In most early systems, this was a xed function, designed and tuned by the system designers, and typically just encoded in some programming language. The BB1 blackboard framework [4] introduced the notion of exible, runtime control. The key idea was to store the control strategy on the blackboard itself and to build KSs capable of modifying it. In this way the system could adapt its activity selection to better suit the current situation. 15



5.4 Detailed example: HEARSAY-II



This section describes in detail a well-known, speci c blackboard system, HEARSAYII. The entire HEARSAY project spanned most of the early 1970s. Dierent systems, and dierent versions of the same system, have born the name HEARSAY. We will not delve into the historical context or detailed project history here, but will instead present a view of a single version of the very in uential architecture of the HEARSAY-II system.



5.4.1 Task and Overview of Approach



HEARSAY-II's input consisted of a spoken database query concerning a collection of computer science abstracts. Given the auditory signal, the system had to execute the appropriate database query. The primary task was to interpret the signal. Dierent interpretations were stored on a blackboard. The speech signal was partitioned into several levels of ranging from low level acoustical signal parameters to high level sentences, allowing partial interpretations at any of the levels. Potential interpretations and partial interpretations were called hypotheses. Since speech signals are characterized by high variability, noise, errors, and incompleteness, as many constraints as could be brought to bear had to be used to keep the number of possible hypotheses low. Knowledge sources used previously introduced hypotheses about various parts of the signal along with knowledge of speech constraints to introduce new hypotheses or change the strength, or weight, of existing hypotheses. Thus, the solution was built incrementally. In order to keep the system as ecient as possible, it was usually prudent to exploit constraints that involved the most promising current hypotheses. This necessitated exible, opportunistic control.



5.4.2 Blackboard



The blackboard consisted of eight levels to store the interpretations. The levels formed a compositional, or part-of, hierarchy, with sentences composed of phrases, phrases composed of word sequences, word sequences of words, followed by syllables, phonemes, phones, segments, and raw signal parameters. Since the speech signal also had a temporal duration, hypotheses about the signal corresponded to potential interpretations for speci c temporal portions of the signal. For any given level in the hierarchy and a given point in time, a number of alternative hypotheses could be made about the interpretation of the signal. Each single hypothesis was represented by a node at some level of the blackboard. Nodes were represented using lists of attribute-value pairs. All hypotheses had attributes representing their time range and con dence. The nodes were linked together to form a part-of hierarchy, but rather than a simple hierarchy, the graph consisted of both AND and OR links with the OR links used to tie together mutually inconsistent alternative hypotheses. 16



5.4.3 Knowledge Sources



Of course, KSs consisted of preconditions and action parts. As discussed in Section 5.2.1, preconditions further subdivided into two parts, which we will call the trigger and the test. The trigger provided simple, ecient-to-evaluate conditions under which the KS might be useful. The test conducted more extensive computations to determine the appropriateness of the action component. The test portion of the precondition was never executed unless the trigger had been satis ed. Both the test portion of the preconditions and the action component could be arbitrary computational procedures. Note that in most descriptions of HEARSAY-II, the portion of the precondition that we have termed the trigger is not considered to be part of the knowledge sources at all, but simply part of the control scheme. We believe that our presentation here better facilitates comparisons with other blackboard systems, such as HASP, in which the entire KS precondition was analogous to the HEARSAY-II trigger portion of the precondition. When executed, the test would examine the blackboard for hypotheses appropriate for action module. If the test did indeed enable the action portion, it recorded the set of hypotheses identi ed as appropriate in a structure called the stimulus frame, and the description of the changes that would be made by the action module in a structure called the response frame. Henceforth, the scheduler could use both of these structures in deciding whether to execute the action part or some other activity. Thus, the test portion provided not only a lter for the appropriateness of a KS, but a primitive form of look-ahead to be used to help control the ow of reasoning.



5.4.4 Control



The primary control job was performed by the scheduler, with a lesser job performed by a separate module called the blackboard monitor. The monitor observed each change made to the blackboard by an action portion of a KS and examined each KSs trigger to determine whether this blackboard change warranted execution of the test portion of the precondition. This was done with a simple table lookup [13]. The identify of all KSs who's tests were thus triggered was passed to the scheduler. The scheduler had the primary task of selecting the next activity to perform. It maintained a list of the schedulable activities, which included triggered testportions of preconditions and action components of KSs whose test portions had previously executed successfully. For each action component, the scheduler also had available the results of the execution of the corresponding test portion, the stimulus frame and the response frame. Based on this list, which was called the scheduling queue, the scheduler chose one activity, either a test or an action, and the system executed this activity. The scheduler was simply a hard-coded procedure that was experimentally tuned for good performance. 17



To summarize, we present an elaborated step by step description of a single control cycle, based on the simple version presented in Section 2. The control cycle, consists of the following steps: 1. Determine which KS test or action parts are enabled. We assume that these are simply stored on the scheduling queue maintained by the scheduler as a result of previous control cycles. 2. Choose which single enabled test or action is to be executed, by executing the scheduler code. 3. Execute the selected activity. If it is a test and it is successful, (a) the corresponding action will be added to the scheduling queue along with the stimulus and response frames resulting from the test execution. If the selected activity is an action, (b) it will cause changes in the state of the blackboard. Based on these changes, the blackboard monitor will determine a new set of triggered KS tests, which will then be added to the scheduling queue. 4. Repeat.



6 Conclusions



6.1 Smooth Integration of Bottom-up and Top-down Reasoning



One of the most notable features of blackboard systems is the smooth and



exible run-time integration of bottom-up and top-down reasoning. A number of the early blackboard systems performed interpretation tasks on some sort of perceptual input (e.g., an auditory signal). In many such domains that can be characterized by part-of hierarchies, and these domains appear to be quite ubiquitous, constraints at one level of the hierarchy can be propagated up or down the hierarchy to constrain choices on nearby levels. For example, a group of nearby phonemes might constrain the identity of a syllable which might help to identify a word which in turn has strong implications for the interpretation of another syllable, etc. Simple methods for interpretation might begin at one end and move systematically in one direction up or down the hierarchy. The opportunistic control of the blackboard model allows for exible switching between bottom-up and top-down reasoning and also between dierent parts of data being examined. The scheduler can select KSs capable of processing whatever constraints seem most appropriate at run time. Blackboard style systems are by no means the only kind capable of this smooth multi-directional constraint propagation, but other such systems may 18



nd they have underlying similarities with blackboard systems. One seemingly quite dierent interpretive system based on neural networks was labeled a constraint-satisfaction neural network to describe the fact that it took into account the constraints implied by a particular part-of hierarchy [11]. A simple processing unit, or neuron, at each node in the hierarchy computed in uences from nodes higher up and lower down in the hierarchy, simultaneously taking into account bottom-up and top-down in uences. Despite signi cant dierences, this system could technically be viewed as a blackboard system with a number of degenerate components, as follows: The states of all of the neurons in the network play the role of the blackboard. For each node, one very primitive KS exists that calculates the unit's output based on its inputs. All KSs are always enabled and the scheduler picks nodes according to any scheme that samples all of the nodes evenly and frequently. Even though this appears to be a degenerate mapping, there is a strong connection between the computational jobs done by the simple units in the neural network and the complex knowledge sources in systems such as HEARSAY-II. Indeed, this model may have been partially inspired by early blackboard systems, and [12] suggests that a link exists. The main distinction of the neural network system is the simplicity and eciency of its \knowledge sources", which allows them all to be applied blindly and repetitively without a sophisticated control strategy. This smooth integration of bottom-up and top-down reasoning is not limited to interpretive, or perceptual, problems. Similar interactions can be seen in tasks that are generative in nature, such as planning [9]. In general, any type of reasoning that involves frequently jumping from one locus of attention to another and using dierent reasoning strategies at dierent times can be smoothly integrated within the blackboard model.



6.2 Relationship with Software Engineering



Blackboard systems were originally created to satisfy practical design and implementation considerations of the very type that concern the eld of Software Engineering, such as exible modi cation of components (modularity) and cooperative design. The emerging SE sub eld of Software Architecture speci cally studies organizational styles such as blackboards and their alternatives [3]. The goal of this eld is not to determine a single, best architecture, but instead to compare and characterize dierent architectural styles to gain a better understanding of their properties and of which styles are most appropriate for dierent types of applications. In this eld blackboards are referred to as repositories , a term that indicates the maintenance of global state information in a single place and that also includes systems such as traditional databases.



6.2.1 Blackboard Strengths and Weaknesses



The blackboard style carries with it many advantages: 19



The partitioning into separate knowledge sources creates modularity. Unlike conventional programming languages where functions are called by direct invocation, KSs need never know the identities or implementations of other KSs directly, or even how many or what other KSs exist. This allows KSs to be modi ed, added, or removed from the system easily, without the need to update any other KSs. Though uncommon, KSs can even be dynamically loaded into an already running system, and can then be utilized as soon as the situation enables them [10].  Many AI systems that can only use a single, xed reasoning strategy, such as forward or backward reasoning. The basic control cycle of the blackboard style allows it to simultaneously support multiple reasoning strategies, and to exibly switch between them as the current situation demands. Note that there are many dimensions along which to partition types of reasoning, such as the bottom-up vs. top-down distinction mentioned above. The exibility of blackboard control allows adaptation along any of these dimensions.  The automatic enabling of KSs also provides a natural type of opportunism, facilitating automatic exploitation of bene cial situations, or conversely an automatic mechanism for reaction to urgent problems.  The blackboard model provides a natural framework for meta-reasoning and conscious control of reasoning [4].  There is some psychological evidence of the similarity of certain speci c blackboard models with observed patterns of human thinking [9].  The ease with which multiple KSs can be incorporated that perform that same tasks in dierent ways, allowing the particular method best suited to the current situation to be selected by the control strategy, makes blackboards an apt formalism for the implementation of the popular notion of abstract control plans that merely guide, but do not precisely dictate behavior [1]. This was explored in [14]. The blackboard model has proven itself to be useful in the context of real-time control [5] and in the task of smoothly balancing planning and reactive execution in embedded, real-time agents [6], a special case of special case of the ability to exible shift reasoning modes. As with any organizational style, there are a few disadvantages to the blackboard approach:  The shared aspect of the blackboard data structures creates a heavy dependence on the choice of representation for data there. Representation 
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changes may require changes to a number of KSs. This problems is somewhat lessened when most KSs only utilize speci c regions of the blackboard, as is common, since this limits the number of KSs requiring modi cation.  Since there is no data hiding, any constraints on the contents of the data objects on the blackboard, such as integrity or consistency constraints [3], must be carefully maintained by every KS that manipulates that data.  In general, KSs are completely independent. This means that opportunities for reuse of KS components are wasted. However, this can be seen as a strength since it provides great exibility. KSs can be so decoupled as to be implemented is dierent languages. Also note that there is no reason in principle why there could not be more sharing and reuse amongst KSs. One last warning comes from [13]: \How the problem is partitioned into subtasks makes a great deal of dierence to the clarity of the approach, the speed with which solutions are found, the resources required, and even the ability to solve the problem at all." But note that this same caution applies to any organizational style that might be chosen and would seem to be a basic rule of the design process.



6.2.2 Relationship with Object-Oriented Programming



It is interesting to note that the blackboard style is somewhat complementary to another very popular architectural style, the use of abstract data types or objectoriented organization. This style encapsulates data and associated operations into classes , or Abstract Data Types . Objects, or instances of classes, hide their data parts (and sometimes some operations) from the rest of the system, creating modularity. Objects are also responsible for maintaining the consistency and correctness of their data members. (As in [3, p.8], we neglect the issue of inheritance here since it is largely orthogonal to the dierences at hand.) Thus, it would seem at the outset that the ADT style, the core of object-orientation, is in some sense philosophically the opposite of the blackboard style since its fundamental property consists of data hiding rather than the global data sharing of blackboards. An examination of the characteristic strengths and weaknesses of these two styles reveals that what is good about one tends to be bad for the other. The primary advantage of the ADT style is the ability to change the representation of a class's data without changing the rest of the system. Only the operations of that class must change. With a blackboard organization, representation changes can necessitate sweeping changes to many KSs. The most serious disadvantage of ADTs is that interaction between objects is mediated by explicit naming of one object or class by another. Thus, when the identity or interface of an object changes, all objects that make use of it must be modi ed. This contrasts directly 21



with the strong decoupling of knowledge sources, which never communicate directly and therefore do not require modi cation after changes to or additions of other KSs. So it seems that the complementary strengths appear to stem from the very dierent modularizations of the pieces of the design process. The blackboard style completely separates static operations and keeps data in a global space. The ADT style make strong separations of the data, but keeps the interface operations in a global space. The utility of each style depends heavily on the problem at hand: on which parts of the design are likely to remain more stable and on the locality of the data needs. When data structures are likely to require more design changes, the ADT style should be preferred. When operations will change more frequently, the blackboard style becomes more natural. Another issue of importance concerns whether the problem decomposes into a number of simple data structures with tightly coupled routines, or lends itself to important universal representations that need to be manipulated by many routines. Of course, it is usually dicult to make accurate predictions in these areas. Note that this tradeo is similar to the tradeo involved with the use of global variables in conventional programming languages such as C. Despite the common perception of global variables as poor programming style, they possess some of the same advantages as blackboards. They represent the most ecient means to allow shared access to data when changing or adding many functions or procedures. As with blackboards, changing the global variables themselves can have wide-ranging repercussions. Like any two organizational styles, these two styles need not be inconsistent. Both could be appropriate for a single system at dierent levels of the design. In fact, data items on blackboards are often organized into classes with dierent sets of attributes for dierent classes. It would be quite natural to encapsulate operations with these classes and store instances of these classes on the blackboard. Regular KSs would have to interact with these objects through their abstract data type interfaces.



6.3 Summary



Blackboard organization represents one kind of design constraint that has proven useful for the creation of a variety of complex computational systems. The utility of this style depends heavily on the speci cs of the application and domain involved. Wherever exible reasoning strategies are needed, run-time adaptation is important, and highly reusable knowledge or data structures with stable representations (such as declarative representations) abound, this style is likely to be advantageous.
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