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Utility maximization in a jump market model1 Abstract In this paper, we consider the classical problem of utility maximization in a financial market allowing jumps. Assuming that the constraint set of all trading strategies is a compact set, rather than a convex one, we use a dynamic method from which we derive a specific BSDE. To solve the financial problem, we first prove existence and uniqueness results for the introduced BSDE. This allows to give the expression of the value function and characterize optimal strategies for the problem. Keywords Utility maximization, Backward Stochastic Differential Equations (BSDE) with jumps, stochastic exponential, BMO martingale. MSC classification (2000): 91B28, 91B16, 60H10.
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Introduction and motivation



The aim of this paper is to solve the utility maximization problem in a discontinuous framework: in this setting, the price process of stocks is assumed to be a local martingale driven by an independent one dimensional brownian motion and a Poisson point process. This problem is a classical one in the financial literature. But, as opposed to most of the papers dealing with the same problem (among them, we cite [9] or [18]), we cannot rely on duality results, since we do not impose the convexity of the constraint set. The idea consists rather in adapting a dynamic method based on the dynamic programming principle: in the paper [11] dealing with the same topic, the authors already used this method to derive a specific BSDE. But, contrary to the present paper, they work in a brownian filtration and hence, results for quadratic BSDEs are available. Therefore, our main contribution is to establish new existence results for solution of the BSDE obtained in this discontinuous setting: the essential difficulty is to handle both the presence of jumps and the presence of a quadratic term. To this end and especially to handle the quadratic growth of the driver of the BSDE, we first apply the method introduced in the Brownian setting in [13]. The model is very analogous to [3] but, contrary to this last reference, we assume here that the price process has jumps and that there exists additional constraints on the portfolio. The rest of the paper is structured as follows: in Section 2, we describe the market model by giving some preliminary remarks, specifying all the notations and natural assumptions, before introducing the utility maximization 1 Marie-Amelie Morlais ETH Zurich, Switzerland. Ramistrasse 101, HG F27.3, 8006 Zurich, Tel: +41 44 632 5859 e-mail: [email protected]
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problem. Section 3 focuses on the theoretical results about the introduced BSDE. In Section 4, we go back to the financial problem and we apply the results established in Section 3. In a last section, we give an extension of the previous results by relaxing the assumption of compactness of the constraint set. Lengthy proofs are relegated to the last section.
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The model and preliminaries



We consider a probability space (Ω, F, P) equipped with two independent stochastic processes: . A standard (one dimensional) brownian motion: W =(Wt )t∈[0,T ] . . A real-valued Poisson point process p defined on [0, T ] × R \ {0}. Referring to chapter 2 in [12], we denote by Np (ds, dx) the associated counting measure, such that its compensator is ˆp (ds, dx) = n(dx)ds, N and the Levy measure n(dx) (also denoted by n) is positive and satisfies ! Z  (1 ∧ |x|)2 n(dx) < ∞ . n({0}) = 0 and n((1 ∧ |x|)2 ) := R\{0}



(1) These two processes are considered on [0, T ]: T is called the horizon or maturity time in the financial context and, in all the sequel, it is fixed and deterministic. For technical reasons, n is assumed to be finite and, in all the paper, we denote by F the filtration generated by the two processes W and Np (and completed by N , consisting in all the P-null sets). Using the same notations ˜p (ds, dx) (N ˜p (ds, dx) := Np (ds, dx) − N ˆp (ds, dx)) as in [12], we denote by N the compensated measure, which is a martingale random measure: in particular, for any predictable and Z locally square integrable process F , the ˜p := ˜p (ds, dx) is a locally square intestochastic integral F · N Fs (x)N grable martingale. ˜p ) the stochastic integral of Z w.r.t. W We denote by Z · W (resp. U · N ˜p ). Furthermore, the filtration (resp. the stochastic integral of U w.r.t. N F has the predictable representation property: i.e., for any local martingale K of F, there exists two predictable processes Z and U such that   ˜p . ∀ t, Kt = K0 + Z · W t + U · N t (In Section 2.2, we provide a definition of the hilbertian spaces, in which these stochastic integrals are considered).
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2.1



Description of the model



The financial market consists in one risk-free asset (assumed to have zero interest rate) and one single risky asset, whose price process is denoted by S. In particular, the stock price process is a one dimensional local martingale satisfying   Z ˜ βs (x)Np (ds, dx) . (2) dSs = Ss− bs ds + σs dWs + R∗



All processes b, σ and β are assumed to be bounded and predictable and β satisfies: β > −1. This last condition implies that the stochastic exponential ˜p ) is positive, P-a.s.: hence, the process S is itself almost surely posiE(β · N tive. The boundedness of β, σ and θ ensures both existence and uniqueness results for the SDE (2). Then, provided that: σ 6= 0, we can define θ by: θs = σs−1 bs (P-a.s. and for all s). The process θ, also called market price of risk process, is supposed to be bounded and, under this assumption, the measure Pθ with density Z . dPθ = ET (− θs dWs ), dP 0 is a risk-neutral measure: this means that, under Pθ , the price process S is a local martingale. In what follows, we introduce the usual notions of trading strategies and self financing portfolio, assuming that all trading strategies are constrained to take their values in a closed set denoted by C. In a first step and to make easier the proofs, this set C is supposed to be compact (this assumption is relaxed in the last section). Due to the presence of constraints in this model with finite horizon T , not any FT -measurable random variable B is attainable by using contrained strategies. In that context, we adress the problem of characterizing dynamically the value process associated to the exponential utility maximization problem (in the sequel, we denote by Uα the exponential utility function with parameter α, which is defined on R by: Uα (·) = − exp(−α·)). Definition 1 A predictable R-valued process π is a self-financing trading strategy, if it takes its values in a constraint set C and if the process X π,t,x such that Z s dSs π,t,x ∀ s ∈ [t, T ], Xs := x + πs , (3) Ss− t is in the space H2 of semimartingales (see chapter 4, [17]). Such a process X π := X π,t,x stands for the wealth of an agent having strategy π and wealth x at time t. Now, as soon as the constraint set C is compact, the set consisting of all constrained strategies satisfies an additional integrability property. 3



Lemma 1 Under the assumption of compactness of the constraint set C, all trading strategies π := (πs )s∈[t,T ] as introduced in Definition 1 satisfy {exp(−αXτπ ), τ F-stopping time } is a uniformly integrable family.



(4)



We denote by At the admissibility set where the subscript t indicates that we start the wealth dynamics at time t: more precisely, this set consists in all the strategies whose restriction to the interval [0, t] is equal to zero and which satisfy both Definition 1 and the condition (4). In Section 4.3, we provide a justification of this last technical condition, which has already been used in [11] in a Brownian setting. The usual and much more restrictive admissibility condition consists in assuming that the wealth process X π is bounded from below (uniformly over all strategies π). Before proving this result, we introduce another notion which can also be found in [7]: a martingale M is said to be in the class of BMO martingales if there exists a constant c, c > 0, such that, for all F-stopping time τ , esssup EFτ (hM iT − hM iτ ) ≤ c2 and |∆Mτ |2 ≤ c2 . Ω



(In the continuous case, the BMO property follows from the first condition, whereas, in the discontinuous setting, we need to ensure the boundedness of the jumps of M ). The following result, referred as Kazamaki’s criterion and also stated in [15], relates the martingale property of a stochastic exponential to a BMO condition. Lemma 2 (Kazamaki’s criterion) Let δ be such that: 0 < δ < ∞ and M a BMO martingale satisfying: ∆Mt ≥ −1 + δ, P-a.s. and for all t, then E(M ) is a true martingale. Proof of Lemma 1 We first rely on the expression (3) of X π and on the definition of θ to claim Z ˜p (dt, dx). dXtπ = πt σt θt dt + πt σt dWt + πt βt N R\{0} π



Applying a generalized Itˆ o’s formula to U = e−αX (one reference is Theorem 5.1, Chapter 2 in [12]), we get Z  ˜p (dt, dx) dUt = Ut − απt σt dWt + (e−απt βt − 1)N R\{0}



+Ut − απt σt θt dt +



α2 2 2 |πt σt | dt



Z + R\{0}
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(e−απt βt − 1 + απt βt )n(dx)ds).



Using the definition of the stochastic exponential E(M ) of M , U has the multiplicative form Z .Z Z . ˜p (ds, dx))eA¯πt , (5) (e−απs βs − 1))N Ut = U0 Et ( −απs σs dWs + 0



0



R\{0}



where the process A¯π is such that ! Z Z t 2 α π −απ β 2 s s A¯t = −απs σs θs + (e − 1 + απs βs )n(dx) ds. |πs σs | + 2 0 R\{0} Hence, A¯π is a bounded process, thanks to the boundedness of the parameters of the SDE (2), the finiteness of the measure n and the compactness of the constraint set C). Besides, thanks to Lemma 2, the stochastic exponential appearing in (5) is a true martingale and the desired property (4) results from this decomposition. 



2.2



Preliminaries



In the sequel, we denote by S ∞ (R) the set of all adapted processes Y with c`adl` ag paths (c` adl` ag stands for right continuous with left limits) such that: esssup|Yt (ω)| < ∞, L2 (W ) denotes the set of all predictable processes Z t,ω



such that



T



Z



 |Zs | ds < ∞. 2



E 0



˜p ) L2 (N



and such that



denotes the set of all P ⊗ B(R \ {0})-measurable processes U ! Z E



[0,T ]×R∗



|Us (x)|2 n(dx)ds



< ∞.



P stands for the σ-field of all predictable sets of [0, T ]×Ω and B(R\{0}) the Borel field of R \ {0}. We introduce L0 (n) (denoted by L0 (n, R, R \ {0}) in [3]) as being the set of all the functions u, which map R in R\{0}. This set is equipped with the topology of convergence in measure. L2 (n) (resp. L∞ (n)) Z T is the subset of all functions in L0 (n) such that: E( |u(x)|2 n(dx)) < ∞ 0



(resp. u takes bounded values). A solution of a BSDE with jumps, which is given by its terminal condition B and its generator f , is a triple of processes (Y , Z, U ) defined on Z T ∞ 2 2 ˜ S (R) × L (W ) × L (Np ) such that: |f (s, Ys , Zs , Us )|ds < ∞, P-a.s. and satisfying Z T Z Yt = B+ f (s, Ys− , Zs , Us )ds− t



0 T



Z Zs dWs −



t



t
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T



Z R∗



˜p (ds, dx). (6) Us (x)N



Throughout this paper, we study a specific BSDE with jumps whose terminal condition coincide with the contingent claim B, which is a bounded FT measurable random variable, and whose generator f is independent of y (this is the case in the financial application). Besides and since we do not work on a brownian filtration, the processes Z and U have to be predictable, for any solution of the BSDE (6) . A solution of such BSDEs with jumps is usually defined on S 2 ×L2 (W )× ˜p ), S 2 being equipped with the following norm: |Y |S 2 = E( sup |Yt |2 ) 21 L2 (N t∈[0,T ]



(our main references for studies on BSDEs with jumps, are [2] and [14]). But, in this paper, the results of the aforementionned papers cannot be applied, since the generator of the BSDE we are interested in, does not satisfy the usual conditions (it is not Lipschitz w.r.t. its variable z).



3 3.1



The quadratic BSDE with jumps Main assumptions



In all the sequel (except in the proof of a priori estimates), we use the explicit form of the generator   α θs |θs |2 f (s, z, u) = inf |πσs − (z + )|2 + |u − πβs |α − θs z − , (7) π∈C 2 α 2α where the processes β, θ and σ are defined in Section 2.1. This expression of the generator will be justified in Section 4.3. We introduce the notation | · |α as being the convex functional such that Z exp(αu(x)) − αu(x) − 1 ∀ u ∈ (L2 ∩ L∞ )(n), |u|α = n(dx), α R\{0} Z =



gα (u(x))n(dx), R\{0}



with the real function gα defined by: gα (y) = exp(αy)−αy−1 . As in [3], we α assume the finiteness of the measure n. In all that paper, B is a bounded FT -measurable random variable and we use these two standing assumptions on the generator f (H1 ). The first assumption denoted by (H1 ) consists in specifying both a lower and an upper bound ∀ z, u ∈ R × (L2 ∩ L∞ )(n) −θs z −



|θs |2 2α



≤ f (s, z, u) ≤ α2 |z|2 + |u|α , P-a.s. and for all s. 6



(H2 ). The second assumption, referred as (H2 ), consists in two estimates: the first one deals with the increments of the generator f w.r.t. z ∃ C > 0, κ ∈ BM O(W ), ∀ z, z 0 ∈ R, ∀u ∈ L2 (n(dx)), |f (s, z, u) − f (s, z 0 , u)| ≤ C(κs + |z| + |z 0 |)|z − z 0 | The second estimate deals with the increments w.r.t. u ∀z ∈ R, ∀ u, u0 ∈ (L2 ∩ L∞ )(n(dx)), f (s, z, u) −



f (s, z, u0 )



Z



γs (u, u0 )(u(x) − u0 (x))n(dx),



≤ R\{0}



0



with the following expression for γs (u, u ) for all s γs (u, u0 ) = 1



Z sup π∈C



 gα (λ(u − πβs ) + (1 − λ)(u − πβs )(x))dλ 1u≥u0 0



0



0



Z + inf



π∈C



1



 gα (λ(u − πβs ) + (1 − λ)(u − πβs )(x)dλ 1u0



1 E C



Z T |Us (x)|2 n(dx)ds ≤ E |Us |α ds [0,T ]×R\{0} 0 Z ≤ CE |Us (x)|2 n(dx)ds,



Z



(9)



[0,T ]×R\{0}



with a constant C depending only on α and |Y |S ∞ (R) . Proof of the corollary



To justify the first assertion (i)(a), we write Z |∆Yt | = |Yt − Yt− | = |Ut (x)|Np ({t}, dx), (10) R\{0}
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and referring to the same notations as in chapter 2, [12], we have Z |Ut (x)|Np ({t}, dx) = |Ut (p(t))|1(t∈Dp ) ,



(11)



R\{0}



(the random set Dp stands for the jump times of the Poisson point process). ˜ by Defining U ˜t (x) = Ut (x)1|U (x)|≤2|Y | ∞ , U t S (R) we obtain a predictable process, and it results from (10) and (11) that: ˜t (p(t))1(t∈D ) = Ut (p(t))1(t∈D ) . As a consequence U p p T



Z



!



Z



˜ − U )(s, x)| N ˆp (ds, dx) |(U 2



E 0



R\{0}



 = E



 X



˜ (s, p(s))|2  = 0, |U (s, p(s)) − U



s∈Dp , s≤T



˜ (in L2 (N ˜p )). We can now assume that, for any from which we deduce: U = U solution (Y, Z, U ), U satisfies: |Ut |L∞ (n) ≤ 2|Y |S ∞ (R) , P-a.s. and for all t. To justify the estimate in L2 (n), we rely both on Cauchy Schwarz inequality and on the finiteness of the Levy measure. As soon as U takes its values in L2 ∩ L∞ (n), the equivalence result (9) holds. This last result is useful to prove Lemma 5 also referred as “monotone stability” result and inspired by the work of Kobylanski in the Brownian setting in [13]. Proof of Lemma 3 To establish (i), we assume the existence of a solution of the BSDE (6) with parameters (g, B) and we apply Itˆo’s formula to eαY



e



αYt



αB



−e



Z



T



  α αeαYs g(s, Zs , Us ) − |Zs |2 − |Us |α ds 2



Z



T



= t



−



αYs



αe t



T



Z Zs dWs − t



Z R∗



˜p (dx, ds). eαYs (eαUs (x) − 1)N



However, to be more rigorous, we should apply the standard procedure of localization, i.e we should first introduce the sequence of stopping times Z t Z tZ  τ m = inf { e2αYs |Zs |2 ds ≥ m} ∪ { e2αYs |eαUs (x) − 1|2 n(dx)ds ≥ m} , 0≤t≤T



0



0
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R\{0}



and then take the conditional expectation w.r.t. Ft , before passing to the limit as m goes to ∞. Hence and without loss of generality, we just take the conditional expectation w.r.t. Ft in Itˆo formula applied to eαY and use the upper bound in (H1 ) to obtain αYt



e



Ft



− E (e



αB



T



Z



Ft



)≤E ( t



α αeαYs (g(s, Zs , Us ) − |Zs |2 − |Us |α ) ds). | {z2 } ≤0



EFt (eαB )



eα|B|∞ ,



Since: ≤ the right-hand side in (i) holds true with C2 = |B|∞ . To obtain the left-hand side in (i), we introduce A such that A := 2 s| )): such a process A is non negative, thanks to (H1 ). (g(s, Zs ) + (Zs θs + |θ2α Hence, we have Z TZ Z T Z T ˜p (ds, dx) Us (x)N Zs dWs − g(s, Zs , Us )ds − Yt = YT + Z



T



= YT + (AT − At ) −



(Zs θs + t



Z −



T



Z Zs dWs −



t



t



t



t



t



T



Z R∗



R∗



|θs |2 )ds 2α



˜p (ds, dx). Us (x)N



We now introduce the density of a new probability measure Pθ Z . θs dWs )dP. dPθ = ET (− 0



The BMO property of −θ · W entails that the continuous stochastic exR. ponential E(− 0 θs dWs ) is a true martingale. Hence, PθR is an equivalent . probability measure under which the process W θ := W + 0 θu du, is a standard Brownian motion. Finally, we get Z T Z T Z TZ |θs |2 ˜p (ds, dx). Yt = YT + (AT − At ) − ds − Zs dWsθ − Us (x)N 2α t t t R∗ (12) θ Under P , the two last terms are local martingales bounded from below. Using a standard localization procedure, we obtain the existence of (τn ) such that the two local martingales stopped at time τn are F-martingales. Taking the conditional expectation w.r.t. Ft and under Pθ , we get   Z T |θs |2 Yt∧τn ≥ Eθ YT ∧τn − ds|Ft , 2α t Eθ standing for the expectation under Pθ . Applying now the bounded convergence theorem and relying on the boundedness assumption on θ (given 11



by (H1 )), we can let n tend to +∞ in (12) to claim  |θ|2 ∞ T Yt = Eθ Yt |Ft ≥ −|B|∞ − S , Pθ -a.s. 2α This holds true P-a.s., because of the equivalence of Pθ and P and finally, the assertion (i) is satisfied with C1 such that |θ|2S ∞ T . 2α



C1 = −|B|∞ −



To prove assertion (ii), we apply Itˆo’s formula to (Y − C2 )2 (C2 := |B|∞ ˜p are true martingales is the upper bound in (i)). Since Z · W and U · N (as square integrable stochastic integrals), we next integrate this formula between an arbitrary stopping time τ and T and take the conditional expectation w.r.t. Fτ to get Z T  EFτ ((Yτ − C2 )2 −(YT − C2 )2 ) = EFτ 2(Ys − C2 )g(s, Zs , Us )ds τ



−EFτ



Z



T



|Zs |2 ds +



T



Z



Z R∗



τ



τ



 |Us (x)|2 n(dx)ds .



 To give an upper bound of Ys − C2 )g(s, Zs , Us , we first rely on  |θ|2 ∞ T    0 ≥ (Y − C2 ) ≥ − 2|B|∞ + S2α , and  2  s| , g(s, Zs , Us ) ≥ −θs Zs − |θ2α to deduce the existence of a constant C depending only on θ and α such that |θs |2  (Ys − C2 )g(s, Zs , Us ) ≤ C |θs Zs | + . (13) 2α We now split the discussion into two cases: • if θ ≡ 0, then g is bounded by 0 from below and it implies EFτ ((Yτ − C2 )2 −(YT − C2 )2 ) ≤ Z T Z 2 F τ −E |Zs | ds + τ



which leads to Z T Z Fτ 2 E |Zs | ds + τ



τ



τ



T



Z R∗



2



T



Z R∗



|Us | n(dx)ds



12



 |Us (x)| n(dx)ds , 2







≤ |YT − C2 |2 ≤ 4|Y |S ∞ .



• else if θ 6= 0, we use: ab ≤ 12 (a2 + b2 ) in (13) to argue the existence of a bounded process C1 (·) such that 1 2(Ys − C2 )g(s, Zs , Us ) ≤ C1 (s) + |Zs |2 . 2 From straightforward computations, we get   Z T Z TZ 2 2 1 F τ |Us | n(dx)ds |Zs | ds + 2 E R∗



τ



τ



T



Z



≤ EFτ



 C1 (s)ds + (YT − C2 )2 .



τ



and hence, (ii) follows. 



3.4



Uniqueness



Proof of Theorem 1 The idea consists in using a linearization procedure and in justifying, as in [11], the application of Girsanov’s theorem. We first consider (Y 1 , Z 1 , U 1 ) and (Y 2 , Z 2 , U 2 ) two solutions of the BSDE with jumps given by (f , B) and C any positive constant such that: |Y i |S ∞ (R) ≤ C (thanks to (i) in Lemma 3, we can set C := |C1 | + |C2 |). Then, we introduce ˆ Yˆ , Zˆ and U ˆ = U 1 − U 2. Yˆ = Y 1 − Y 2 , Zˆ = Z 1 − Z 2 , U τ being an arbitrary F-stopping time, we apply Itˆo’s formula to Yˆ between t ∧ τ and τ , Z τ ˆ ˆ Yt∧τ − Yτ = (f (s, Zs1 , Us1 ) − f (s, Zs2 , Us2 ))ds t∧τ



Z



τ



−



Zˆs dWs −



t∧τ



Z



τ



t∧τ



Z R∗



ˆs N ˜p (ds, dx). U



Since the generator does not satisfy the usual conditions: it is not Lipschitz neither in z nor in u), we rely on assumption (H2 ), i.e. on the estimates of the increments of the generator f We first introduce λ := λ(Z 1 , Z 2 )  f (s,Zs1 ,Us1 )−f (s,Zs2 ,Us1 )  , if Zˆ 6= 0,  λs (Zs1 , Zs2 ) = Z 1 −Z 2 s



  λ (Z 1 , Z 2 ) s s s



= 0,



else.



Thanks to (H2 ), we get 13



s



f (s, Zs1 , Us1 ) − f (s, Zs2 , Us2 ) = f (s, Zs1 , Us1 ) − f (s, Zs2 , Us1 ) + f (s, Zs2 , Us1 ) − f (s, Zs2 , Us2 ) ≤



λs (Zs1 , Zs2 )Zˆs



Z + R∗



ˆs (x)n(dx), γs (Us1 , Us2 )U



where the process γ˜ = (γs (Us1 , Us2 )) is defined analagously as in (8) and for all s by Z 1  0 1 2 gα (λ(Us − πβs ) + (1 − λ)(Us − πβs )(x))dλ 1u≥u0 γ˜s = sup π∈C



0



Z + inf



π∈C



1



0



gα (λ(Us1



− πβs ) + (1 −



λ)(Us2



 − πβs )(x)dλ 1u 0, C¯ > 0, s.t. − 1 + δ ≤ γs (Us1 , Us2 ) ≤ C, Since the process λ satisfies |λs (Zs1 , Zs2 )| ≤ C(κs + |Zs1 | + |Zs2 |), ˜p result from the assumption (H2 ) the BMO properties of λ · W and γ˜R· N . i and also from the BMO property of 0 Z dWs , which holds true for i = 1, 2 (we refer to (ii) in Lemma 3). Defining M 1 and M 2 such that M1 = λ · W



˜p , M 2 = γ˜ · N



and



and setting: dQ = E(M 1 + M 2 )dP, it results from Kazamaki’s criterion that E(M 1 + M 2 ) is a true martingale and hence, Q is an equivalent probability measure. Using Girsanov’s theorem, we set: W λ := W − hW, λ · W i and ˜ γ := N ˜ p − hN ˜p , γ˜ · N ˜p i and we introduce N Z t Z tZ λ ˆs (x)N ˜ γ (ds, dx), ∀ t, Mt = Zˆs dWs + U 0



0



R∗



which is a local martingale under Q. We conclude by relying on a standard localization procedure: there exists a sequence (τ n ) of stopping times converging by increasing to T and such that: Mt∧τ n is a martingale. Hence, under the measure Q, Yˆ·∧τ n is a submartingale, which yields  Yˆt∧τ n ≤ EQ Yˆτ n |Ft . 14



Using the bounded convergence theorem, we finally get: Yˆt ≤ 0, Q-a.s. and P-a.s., because of the equivalence of P and Q. Thanks to the symmetry of this problem, we can conclude: Yˆ = 0. 



3.5



Existence



To prove the existence for a solution of the BSDE (6) with parameters (f , B) and with f given by (7), we proceed in three main steps and, for more convenience, we provide here a description of each step: • The first step consists in the construction of an approximating sequence (f n ) of f such that each generator is lipschitz. • In a second step and referring to already known results, we justify the existence of solutions to the BSDEs given by (f n , B) and we provide precise estimates. • The last step consists in justifying a stability result for the solutions of these BSDEs (analogous to the one provided by [13]) and deduce from it the existence of a limit, which solves the original BSDE. The proof being constructive, we need the explicit form (7) of the generator, satisfying in particular the assumptions (H1 ) and (H2 ) stated in section 3.1. 3.5.1



Step 1: Approximation by a truncation argument



Our aim is to construct an increasing sequence (f m ), such that each f m satisfies the assumption (H1 ) with the same parameters as f . For all m, m ≥ M , with M given by M := 2(|C1 | + |C2 |) (C1 and C2 are the constants given in (i) by Lemma 3), we define f m f m (s,  z, u) =  Z α θs 2 inf |πσs − (z + )| ρm (z) + gα (u − πβs )(x)ρM (u)(x)n(dx) π∈C 2 α R∗ −θs z −



|θs |2 2α .



The truncation function ρm , assumed to be continuously differentiable, is such that: • The sequence (ρm ) is increasing with respect to m. • ρm (x) : = 1, if |x| ≤ m, 0 ≤ ρm (x) ≤ 1, if m ≤ |x| ≤ m + 1, and ρm (x) = 0, if |x| ≥ m + 1. Now, we list and check the properties of f m , required first to establish existence and uniqueness results for the BSDEs given by (f m , B) and also, to ensure the passage to the limit, as m goes to ∞.
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1. Each generator f m has the Lipschitz property: i.e, for any m ≥ M , 0



0



∃ C(m) > 0, ∀ t, ∀ z, z ∈ R, ∀ u, u ∈ L2 ∩ L∞ (n), 0



0



|f m (t, z, u) − f m (t, z , u )| ≤   Z 1 0 0 2 2 (u(x) − u (x)) n(dx)) . Cm |z − z | + ( R∗



To handle the increments w.r.t z and u, we proceed by linearization analogously as in Section 3.1. The Lipschitz property follows from the boundedness of the increments, which itself follows from the truncation. 2. For each f m and using Theorem 2.5 in [14], we prove that the monotonicity assumption (Hcomp ) and the associate condition (Aγ ) holds true. Both these conditions result from the assumption (H2 ) on the increments in u. In particular, for each f m , (H2 ) is satisfied with: γ m := γ, for all m, and, for any u in L2 (n), ρM (u) is in L2 ∩ L∞ (n). Hence, a comparison result holds true for the BSDEs given by (f m , B). 3. We have sup |f m (s, 0, 0)| ≤ m



|θs |2 , 2α



(14)



which entails that sup |f m (s, 0, 0)| is in L1 (ds ⊗ dP). m



4. The sequence (f m ) converges to f in the following sense ∀ s, s ∈ [0, T ], ∀ z ∈ R, ∀ u ∈ L2 ∩ L∞ (n) ,  f m (s, z, u) → f (s, z, u), P-a.s. as m → ∞. This convergence results from the truncation of the functionals of z and u defining f m . Besides and thanks to the increasing property of (ρm ) and the positiveness of the square functional involving z, (f m ) is itself increasing.



3.5.2



Step 2: Useful properties of this approximation



Referring to the results in [14] or in [16], we obtain existence and unique˜p ) of the BSDEs ness for a solution (Y m , Z m , U m ) in S 2 × L2 (W ) × L2 (N m m ∞ given by (f , B). To give estimates of Y in S , which may depend on m, we state an auxiliary result.
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˜p ) of a Lemma 4 Let (Y n , Z n , U n ) be a solution in S 2 × L2 (W ) × L2 (N n n ¯ with a generator g Ln -Lipschitz and BSDE of type (Eq2) given by (g , B), ¯ a terminal condition B bounded, we have   Z T n 2 n 2 2 ¯ |g (s, 0, 0)|dCs ) |Ft . ∃ K(Ln , T ) > 0, ∀ t, |Yt | ≤ K(Ln , T )E |B| + ( t



(15) (the detailed proof, adapted from [4], is given in Appendix A). ˜p ), we would like to get The solution being in S ∞ (R) × L2 (W ) × L2 (N free from the dependence in m of the estimates of Y m in S ∞ (R): to this end, we justify that the estimates in Lemma 3 hold true for the solution (Y m , Z m , U m ) and for all m: in fact, each f m satisfies the assumption (H1 ) with the same parameters as f and hence, • (Y m ) is uniformly bound in S ∞ (R). • (Z m ) and (U m ) are uniformly bounded in their respective Hilbert ˜p ). spaces, i.e. L2 (W ) and L2 (N As in Corollary 1, we obtain an equivalence result for (U m )m : more precisely, there exists a constant C independent of m and satisfying Z Z T Z 1 m 2 m |U (x)| n(dx)ds ≤ |Us |α ds ≤ C |Usm (x)|2 n(dx)ds. C [0,T ]×R∗ s ∗ 0 [0,T ]×R ˜ , which are the We now justify the existence of processes Y˜ , Z˜ and U m m respective limits in a specific sense of (Y )m , (Z )m and (U m )m . Using the comparison result for BSDE with jumps given by [14] and justified in Step 1, (Y m )m is increasing. Hence, we can define Y˜ Y˜s = lim % (Ysm ), m



P-a.s. and for all s.



Since (Z m ) and (U m ) are uniformly bounded in their respective BMO spaces and, in particular, in L2 (W ) and L2 (N˜p ), we can extract from both sequences ˜ their converging subsequences in the weak sense. We denote by Z˜ and U respective weak limits.



3.5.3



Step 3: Convergence of the approximation



In this last step, we prove the convergence of (Y m , Z m , U m ) to a solution of the BSDE (6) with parameters f and B. To this end, we justify the passage to the limit as m goes to ∞ in Z T Z T Z TZ m m m m m m ˜p (ds, dx). Yt = YT + f (s, Zs , Us )ds − Zs dWs − Usm N t



t
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t



R∗



(16)



To achieve this, the essential step is to establish a “monotone stability” result, which is an adaptation of Proposition 2.4 in [13].



Lemma 5 Assuming that (1) There exists a sequence (f m )m such that, for all s and for all converging sequences (z m )m and (um )m taking their values in R and L2 (n(dx)), with (um ) uniformly bounded in L∞ (n), lim % f m (s, z m , um ) := f (s, z, u),



as m → ∞.



(2) Each f m satisfies (H1 ) with the same parameters as f . ˜p ), which are (3) There exists (Y m , Z m , U m )m in S ∞ (R) × L2 (W ) × L2 (N m solutions of the BSDEs given by (f , B). ˜ U ˜ ) in the following sense Then, (Y m , Z m , U m ) converges to (Y˜ , Z,  ˜ L2 (W ) + |U m − U ˜ | 2 ˜ → 0, E sup |Ytm − Y˜t | + |Z m − Z| (17) L (Np ) t∈[0,T ]



˜ U ˜ ) solves the BSDE (6) given by (f , B). and (Y˜ , Z, We first check that (f m ) constructed in Step 2 satisfies (1) in Lemma 5 |f m (s, z m , um ) − f (s, z, u)| ≤ |(f m − f )(s, z m , um )| + |f (s, z m , um ) − f (s, z, u)| . | {z } | {z } =(I)



=(II)



Thanks to the continuity with respect to z and u of f , whose expression is (7), (II) converges to zero. Furthermore, the boundedness of both sequences (um ) and (z m ) ensures that, for m large enough, f and f m coincide: hence, (I) is equal to zero, which leads to the conclusion.  Proof of Lemma 5 We relegate to Appendix B the tedious proof of the strong convergence of (Z m ) and (U m ) in their respective Hilbert spaces and, assuming this, we prove the existence of a solution of the BSDE (6) ˜ U ˜ ) as a solution of the BSDE with parameters (f , B). To identify (Y˜ ,Z, (6), we have to prove Z t Z t m (i) Zs dWs → Z˜s dWs , as m → ∞, 0 0 Z tZ Z tZ m ˜ ˜s N ˜p (dx, ds), as m → ∞, (ii) Us Np (dx, ds) → U ∗ 0Z R∗ 0 R Z t t ˜s )ds, as m → ∞. (iii) f m (s, Zsm , Usm )ds → f (s, Z˜s , U 0



0
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˜ are the weak limits of (Z m ) and (U m ), assertions (i) Firstly, since Z˜ and U and (ii) correspond to the strong convergence, respectively, in L2 (W ) for (i) ˜p (dx, ds)) for (ii). and, in L2 (N Now, to prove (iii), we need to justify that the convergence holds true in L1 (ds ⊗ dP). This is argued as follows: • on the one hand and from (i) and (ii), we have, eventually along a subsequence, the convergence in ds ⊗ dP-measure of (Z m ) and (U m ). From this remark and using assertion (1) in lemma 5, we deduce the convergence in ˜s ). ds ⊗ dP-measure of the sequence (f m (s, Zsm , Usm )) to f (s, Z˜s , U m • on the other hand, we prove the uniform integrability of (f (s, Zsm , Usm )), along the subsequence where (Z m ) and (U m ) converge. Using now assumption (H1 ) satisfied by each f m and Corollary 1 to argue that (|U m |α ) is uniformly bounded, this implies ∃ K 1 ∈ L1 (ds ⊗ dP), |f m (s, Zsm , Usm )| ≤ Ks1 + α|Zsm − Z˜s |2 + α|Z˜s |2 + C, with K 1 and C depending only on the parameters α and θ appearing in ˜ 2 )m implying its (H1 ). The strong convergence in L1 (ds ⊗ dP) of (|Z m − Z| uniform integrability, the result follows. ˜ U ˜ ) satisfies Using (i), (ii) and (iii), we obtain that (Y˜ , Z, Y˜t = B +



Z



T



˜s )ds − f (s, Z˜s , U



T



Z



t



Z˜s dWs −



t



Z t



T



Z R∗



˜s N ˜p (dx, ds). U



(18)



To prove the convergence given by (17) in Lemma 5, we just take the supremum over t and then the expectation in Itˆo’s formula applied to Y˜ − Y m ! Z T  m m m m ˜ ˜ ˜ E sup |Yt − Yt | ≤ E |f (s, Zs , Us ) − f (s, Zs , Us )|ds 0



t∈[0,T ]



T



Z +E



sup | t∈[0,T ]



T



sup | t∈[0,T ]



(Z˜s − Zsm )dWs |



t



Z +E



!



! ˜s − (U



˜p (ds, dx)| Usm )N



.



t



Now, thanks to the convergence given by (iii) and  Doob’s inequality  for the m square integrable martingales, it follows that: E sup |Y˜t − Yt | → 0. t
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4 4.1



Application to finance: the compact case The optimization problem



The utility maximization problem considered is associated with the expo nential utility function Uα with real parameter α Uα (.) := − exp(−α·) . This problem consists in maximizing the expected value of the exponential utility of the portfolio (i.e the wealth at time T minus a liability denoted by B). More precisely, we characterize in this section the expression of the value process V B which is defined at time t by VtB (x)



Z



T



= sup E(Uα (x + π∈At



πs t



dSs − B)|Ft ). Ss−



(19)



B stands for the contingent claim, which is assumed to be an FT -measurable random variable and x is a constant standing for the welath at time t.



4.2



Statement of the main result



Theorem 3 For any constant x, the expression of VtB (x), as defined in (19), is VtB (x) = − exp(−α(x − Yt )), (20) where Yt is the first component of the solution (Y, Z, U ) of the BSDE (6) given by the parameters (f , B), and whose generator f is   α θ 2 |θ|2 f (s, z, u) = inf |πσs − (z + )| + |u − πβs |α − θz − . π∈C 2 α 2α Moreover, there exists an optimal strategy π ∗ such that: π ∗ ∈ At , and satisfying   α θs 2 ∗ πs ∈ argmin |πσs − (Zs + )| + |Us − πβs |α . (21) π∈C 2 α



4.3



Proof of theorem 3



The dynamic method As in [11], the aim is to construct a family of processes (Rπ )π∈At , (t being fixed), which is defined on [t, T ] and which satisfies (i) Rtπ = Rt is a fixed Ft -measurable random variable , (ii) RTπ = − exp(−α(XTπ − B)), (iii) Rπ is a supermartingale for each π in At , and there exists π ∗ , ∗ π ∗ ∈ At , such that Rπ is a martingale. 20



For this, we look for a process Rπ such that ∀ s ∈ [t, T ],



Rsπ = Uα (Xsπ − Ys ).



For sake of clarity, we use the notation X π instead of X π,t,x and we assume that there exists a triple (Y , Z, U )) solving a BSDE with jumps of the form (6), with terminal condition B and with a generator f to be determined. Referring to Theorem 5.1, Chapter 2 in [12]), we first apply a generalized Itˆo’s formula to Rπ , for any strategy π, Z s Ruπ (πu σu − Zu )dWu Rsπ − Rtπ = −α Z t Z s π ˜p (du, dx)) (exp(−α(πu βu − Uu )) − 1)N + Ru− R∗ tZ Z s  α2 s π −α Ruπ (πu bu + f (u, Zu , Uu ))du + Ru |πu σu − Zu |2 du 2 t Z st Z ˆp (du, dx). Ruπ + (exp(−α(πu βu − Uu )) − 1 + α(πu βu − Uu ))N t



R∗



Rπ satisfies: dZ = Z− dM π + ZdAπ , with Aπ such that dAπu :=



α2 2 |πσu



 − Zu |2 − α(πbu + f (u, Zu , Uu )) du



Z + R∗



gα (Uu (x))n(dx)du,



π



˜ π := Es (M π ) , where E(M π ) denotes the Doleans-Dade exponenand with M t,s Et (M ) tial of the local martingale M π ˜p )u , Muπ = (−α(πσ − Z) · W )u + (exp(−α(πβ − U )) − 1) · N | {z } | {z } 1 2 = Mu = Mu with M 1 (resp. M 2 ) standing for the continuous part of M π (resp. the discontinuous part). It follows that Rπ has the multiplicative form. ∀ s ≥ t,



π ˜ t,s Rsπ = Rtπ M exp(Aπs − Aπt ).



(22)



Since: (exp(−α(πβ − U )) − 1) ≥ −1, P-a.s., the Doleans-Dade exponential of M 2 is a positive local martingale and hence, a supermartingale. The supermartingale condition in (iii) holds true, provided, for all π, the process A˜π := exp(Aπ ) is non decreasing: this entails α2 2 |πσu



− Zu |2 −α(πb u + f (u, Zu , Uu )) Z + (exp(−α(πβu − Uu )) − 1 + α(πβu − Uu ))n(dx) ≥ 0. R∗
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This condition holds true, if we define f as follows  f (s, z, u) = inf



π∈C



α θ |πσs − (z + )|2 + |u − πβs |α 2 α



 − θs z −



|θs |2 . 2α



Provided: u ∈ L2 ∩ L∞ , this assumption ensures that |u − πβ|α is finite for any π ∈ At , thanks to the boundedness of β and π (π taking its values in the compact set C) and for any z, z ∈ R, f (s, z, u) is almost surely finite.



Expression of the value function and optimal strategies To prove the supermartingale property of Rπ for any strategy π (π ∈ A), we rely on the results obtained in Section 3 on the BSDE with parameters (f , B). For this, we use the multiplicative form (22) of Rπ obtained in the previous paragraph. Being a stochastic exponential of a martingale with jumps strictly larger than −1, E(M π ) is a positive local martingale for any π, and consequently, there exists a sequence of stopping times (τ n ) converging to T such that ˜ π n is a martingale. Since eAπ is non decreasing and Rt is non positive, M .∧τ π we can claim, on the one hand, that R.∧τ n satisfies ∀ s ≤ u, ∀A ∈ Fs ,



π π E(Ru∧τ n 1A ) ≤ E(Rs∧τ n 1A ).



(23)



On the other hand, since π



Rtπ := −e−αXt eαYt = −e−αx eαYt , π



we use both the uniform integrability of (e−αXτ ) (resulting from Lemma 1), where τ runs over the set of all stopping times and the boundedness of Y π to obtain the uniform integrability of (R.∧τ n )n . Hence, the passage to the limit as n goes to ∞ in (23) is justified and it implies E(Ruπ 1A ) ≤ E(Rsπ 1A ),



∀ s, s ≤ u, ∀ A ∈ Fs ,



which entails the supermartingale property of Rπ . To complete the proof, we justify the expression of V B (x) by proving the optimality of any strategy π ∗ satisfying (21). In fact, for this expression ∗ ∗ ∗ ˜ π∗ is a true martingale (π ∗ of π ∗ , we have: Aπ ≡ 0 and hence, Rπ = Rtπ M is in At , thanks to Lemma 1). As a result, ∗



sup E(RTπ ) = Rtπ = VtB (x).



π∈At



Using that (Y, Z, U ) is the unique solution of the BSDE given by (f , B), we obtain the expression (20) for the value function.  22



4.4



Characterization of optimal strategies



The following lemma answers positively to both problems of existence and measurability of a strategy π ∗ satisfying (21). Lemma 6 Let Z and U be two predictable processes taking their values in R and L2 (n(dx)) and C a subset of R. a. The process F defined as below is again predictable   α θ 2 ∀s ∈ [0, T ] , F (s, Zs , Us ) = inf |πσs − (Zs + )| + |Us − πβs |α . π∈C 2 α b. There exists a predictable version of π ∗ which attains, for all s, ω, the minimum taken over C of the sum of the two convex functionals α θ |πσs − (Zs + )|2 and |Us − πβs |α . 2 α Proof of lemma 6 To prove assertion a., we first introduce the sequence n of predictable processes



(F n )



F n := F n (s, Zs , Us )  :=



inf {π n ∈Q,



dist(π n , C) ≤



1 } n



 α n θ 2 n |π σs − (Zs + )| + |Us − π βs |α . 2 α



F n is a predictable process: in fact, on the one hand, the infimum is taken over a countable subset of Q. On the other hand, the functionals of the predictable processes Z and U are continuous. Besides and thanks to the fact that: F (s, Zs , Us ) = lim F n (s, Zs , Us ), F is itself predictable as a limit n of such processes. Now, to justify assertion b., we argue the existence of a predictable selection by applying a measurable selection theorem (one reference is [1]) to the set G := (t, ω) s.t. {|f (t, ω, π, Zt (ω), Ut (ω)) − inf f (t, ω, π, Zt (ω), Ut (ω))| + (1 − 1C (π)) = 0}. π∈C



The presence of the last term in the left-hand side ensures that the predictable choice of π := (π(s, ω)) takes its values in C. 
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5



The non compact case



To solve the problem (19) and give the expression of the value function in the non compact case, we need to solve the same BSDE with parameters (f , B) and with f always given by (7). We again check that: f : (z, u) → f (s, z, u) is finitely valued (P-a.s. and for all s): in fact, f is a convex continuous functional of z and u, which tends to ∞, as |z| and |u|L∞ goes to ∞ and hence, the infimum is attained. But, as soon as C is no more compact, the linearization procedure used to prove the uniqueness result cannot be applied: in this case, the BMO controls obtained in section 3.4 for the processes κ and γ do not hold anymore. This does not exclude a priori that there could be a unique solution. The method used as well as the justifications of the proof of the existence result being very similar as in the compact case, we just give here an outline of the procedure. The method consists once again in constructing a good approximation: for this, we introduce a sequence of BSDEs with parameters (f m , B) such that: 1. The sequence (f m )m is monotonic and it satisfies f m (s, z, u) → f (s, z, u), P-a.s. and for all s, as m → ∞. 2. All the BSDEs given by (f m , B) satisfy (H1 ) and (H2 ): hence, thanks to Section 3, both the existence, uniqueness and comparison results hold for this sequence of BSDEs. We then define (f m ) 



m



f (s, z, u) = infm π∈C



 α θs 2 |πσs − (z + )| + |u − πβs |α 2 α |θs |2 −θs z − . 2α



(24)



C m being defined as follows: C m := C ∩ [−m, m] corresponding to the intersection with the compact subset of R. Thanks to the results obtained in Section 3, there exists a sequence (Y m , Z m , U m ) of solution of these BSDEs. Furthermore, since (f m ) is decreasing w.r.t. m, it results from the comparison result, which is a direct byproduct of Theorem 1, that (Y m ) is decreasing (P-a.s. and for all s). Using now the results of Section 4, we get VmB (x) := Uα (x − Y0m ).



24



This corresponds to the optimization problem at time t := 0 and with C m as constraint set: (Y0m ) being a decreasing sequence, (VmB (x)) is increasing, which implies   lim % VmB (x) = lim % Uα (x − Y0m ) = Uα (x − Y0 ). m



m



The last step consists in identifying the limit (Y, Z, U ) as a solution of the BSDE with parameters (f , B) and then conclude V B (x) = Uα (x − Y0 ). For this, we rewrite the proof of a “monotone stability” result analogous to lemma 5. We just state the result, which is the key ingredient of the existence result. Lemma 7 We denote by (Y m , Z m , U m ) the solutions of BSDEs with parameters (f m , B) and we assume that (f m ) is such that: • (f m ) satisfies the monotone convergence ˜s ) P-a.s. and for all s, lim & f m (s, Zsm , Usm ) := f (s, Z˜s , U m



with f continuous w.r.t. the variables z and u. • Each f m satisfies (H1 ) (with parameters independent of m). ˜ U ˜ ) in the following sense Then, (Y m , Z m , U m ) converges to (Y˜ , Z, ˜ L2 (W ) + |U m − U ˜ | 2 ˜ → 0. E( sup |Ytm − Y˜t |) + |Z m − Z| L (Np )



(25)



t∈[0,T ]



˜ U ˜ ) is in S ∞ × L2 (W ) × L2 (N ˜p ) and (Y m ) is decreasing and the triple (Y˜ , Z, solves the BSDE with parameters (f , B). For the rest of the proof, we refer the reader to Paragraph 3.5.3 and, in particular, to Appendix B for the strong convergence given by (25). The proof of this last convergence is the key point: we refrain from doing this since the proof given in Appendix B can be rewritten identically (if we replace the increasing sequence of generators by a decreasing one) and, in particular, the estimates of lemma 3 hold true for the sequences (Y m ), (Z m ) and (U m ). 



6



Conclusion



In that paper, we have solved the utility maximization problem with portfolio constraints in a discontinuous setting and by means of BSDEs. Our setting is very similar as the one in [3], but, contrary to the author of 25



the aforementionned paper, the presence of constraints in the model entails that the driver has quadratic growth w.r.t. its variable z. Hence, our main achievement consists in obtaining existence and uniqueness results for such quadratic BSDEs with jumps. This theoretical study and the use of the dynamic principle allow to give the expression of the value function for any time t in terms of the solution of the BSDE and characterize optimal strategies for the problem. Due to the restrictions, some questions remain for further investigations: in particular, the case when the Levy measure is infinite is unsolved (this assumption is already given in [3]). Here, we also restrict our study to the exponential utility function and we mention here that, in the power utility case, the utility maximization problem with non zero liability is an open problem.
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6.1



Omitted proofs



6.2



Appendix A: proof of lemma 4



For convenience for the reader, we give a detailed outline of the proof which is adapted from Proposition 2.2 in [4] to the discontinuous setting. Contrary to lemma 3, where the first component of the solution is supposed to be in S ∞ , in this proposition, Y n is only assumed to be in S 2 . We first write Itˆo’s formula for (eΓt |Ytn |2 ), Γ being a non negative constant which is explicited during the proof.  d(eΓt |Ytn |2 ) = ΓeΓt |Ytn |2 dt + eΓt 2Ytn dYtn + dhY n it , (26) with 2Ytn dYtn + dhY n it := −2Ytn g n (t, Ztn , Utn )dt +



|Ztn |2 +



Z R\{0}
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! |Utn (x)|2 n(dx)



dt



+



2Ytn



Ztn dWt



Z



 ˜p (dt, dx) . Utn N



+ R\{0}



˜p ), the process K, such that Since (Y n , Z n , U n ) is in S 2 × L2 (W ) × L2 (N Z Z s  Γu n n ˜p (du, dx) , (27) Uun N 2e Yu Zu dWu + ∀ s ∈ [0, T ], Ks := 0



R\{0}



is a true martingale. We fix t (t ∈ [0, T ]) and we rewrite the formula (26) in the integrated form between s and T , for any s, t ≤ s ≤ T , eΓs |Ysn |2 − eΓT |YTn |2 Z T  = eΓu Yun − ΓYun + 2g n (u, Zun , Uun ) du s ! Z Z T  n 2 Γu n 2 |Uu (x)| n(dx) du − KT − Ks . |Zu | + − e s



R\{0}



We then rely on the Lipschitz property of the generator g n



 2|Yun ||g n (u, Zun , Uun )| ≤ 2|Yun ||g n (u, 0, 0)| + 2Ln |Yun ||Zun | + |Yun ||Uun |L2 (n) , (28)



with: |Uun |L2 (n) :=



!1 2



Z



|Uun (x)|2 n(dx)



, and using that: |2Ln ab| ≤



R\{0}



(2(Ln )2 a2 + 12 b2 ), we obtain   1 2Ln |Yun ||Zun | + |Yun ||Uun |L2 (n) ≤ 4(Ln )2 |Yun |2 + |Zun |2 + |Uun |2L2 (n) . (29) 2 Combining both (28) and (29), setting: Γ = 4(Ln )2 and taking the expectation w.r.t Ft in Itˆ o’s formula applied to eΓs |Ysn |2 between t and T , we get  eΓt |Ytn |2 ≤E eΓT |YTn |2 |Ft T



Z



eΓu



+E t



Z −E



T Γu



e t



1 1 2|Yun ||g n (u, 0, 0)| + (|Zun |2 ) + 2 2 |Zun |2 du



+



|Uun |2L2 (n) du







 |Ft .
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Z R\{0}



! |Uun (x)|2 n(dx) du|Ft



!



This leads to Z T    Γu n 2 n 2 E e |Zu | + |Uu |L2 (n) du |Ft t   Z T  Γu n n ΓT n 2 e |Yu ||g (u, 0, 0)|du|Ft . ≤ 2 E e |YT | + 2



(30)



t



We consider again the integrated form of (26) between s and T and then, we take the supremum over s (s ∈ [t, T ]) sup eΓs |Ysn |2 ≤ eΓT |YTn |2 t≤s≤T Z T +2 eΓu |Yun ||g n (u, 0, 0)|du + sup |KT − Ks |. t≤s≤T



t



We now apply the Burkholder-Davis-Gundy inequality to the supremum of 2 the square integrable martingale K and the relation: Cab ≤ C2 a2 + 12 b2 , to deduce the existence of a constant C such that !   Z T



sup eΓs |Ysn |2 |Ft



E



t≤s≤T



2 + C2 E



Z



T



t



≤ E eΓT |YTn |2 + 2



eΓu |Yun ||g n (u, 0, 0)|du|Ft



t



  1  eΓu |Zun |2 + |Uun |2L2 (n) du|Ft + E sup eΓs |Ysn |2 |Ft . 2 t≤s≤T



From now, this constant C is generic and may vary from line to line. Combining this previous inequality with (30), we deduce ! Z T  Γs n 2 Γu n 2 n 2 E sup e |Ys | + e |Zu | + |Uu |L2 (n) du|Ft t≤s≤T



t



 Z ΓT n 2 ≤ CE e |YT | +



T Γu



e



|Yun ||g n (u, 0, 0)|du|Ft



 .



t



To obtain the desired relation, we check Z T  CE eΓu |Yun ||g n (u, 0, 0)|du|Ft t



! ≤



1 2E



Γu



sup e t≤u≤T



|Yun |2 |Ft



+



C2 2 E



T



 Z



e



Γ u 2



 2 |g (u, 0, 0)|du |Ft . n



t



! Noting that: |Ytn |2 ≤ E



sup eΓs |Ysn |2 |Ft



t≤s≤T
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, the result follows.



6.3



Appendix B: End of the proof of Lemma 5



To prove the essential result stated in Lemma 5, i.e. the strong convergence of (Z m ) and (U m ), we adapt the method already used in [13]. To this end, we consider the function ΦK ΦK (x) =



e2Kx − 2Kx − 1 2K



 = g2K (x) ,



which is twicely continuously differentiable and satisfies  00  ΦK (0) = 0, and ΦK , ΦK ≥ 0, 0 Φ (x) ≥ 0, if x ≥ 0,  00K 0 ΦK − 2KΦK = 2K. These properties imply that, taking m, p such that m ≥ p ≥ M , with M 0 given as in Step 1 in the proof of existence, we have: ΦK (Ysm − Ysp ) ≥ 0, for all s and P-a.s. In the sequel, we note Y m,p instead of Y m − Y p (the same holds for Z m,p and U m,p ). We now apply Itˆo’s formula to ΦK (Y m,p ) and we take the expectation between 0 and T Z EφK (Y0m,p ) = E Z



T



−E



T



− 1)(f m (s, Zsm , Usm ) − f p (s, Zsp , Usp ))ds



0



2KYsm,p



Ke



m,p



(e2KYs



|Zsm,p |2 ds



T



Z −E



e



2KYsm,p



R∗



0



0



Z



g2K (Usm,p (x))n(dx)ds.



(31) (ΦK (Y being a uniformly bounded process, the expectation of the martingale part vanishes). To give an upper bound of m,p )



F m,p = f m (s, Zsm , Usm ) − f p (s, Zsp , Usp ), we rely on (H1 ) and on the result (9) given in Corollary 1 to claim ∃ C, f m (s, Zsm , Usm ) ≤



α α m2 |Zs | + |Usm |α ≤ |Zsm |2 + C|Usm |2L2 (n) . 2 2



Thanks to assertion (i)(b) in Corollary 1, there exists a constant always denoted by C and depending only on |Y m |S ∞ , and on the parameters α and n(R \ {0})) such that f m (s, Zsm , Usm ) ≤ We also use that: |θs Zs | ≤ Cˆ ∈ L1 (ds ⊗ dP) such that



1 2 α |θs |



+



α m2 |Z | + C. 2 s α 2 4 |Zs | ,



−f p (s, Zsp , Usp ) ≤ Cˆs +



30



(32)



to obtain the existence of



α p2 |Z | , 4 s



(33)



with Cˆ given by Cˆs = obtain α m 2 2 |Zs |



3 2 2α |θs |







+



|θs |2 2α .



m,p 2 1 3 |3Zs |



≤



α 2



≤



m,p 2 3α 2 (|Zs |



Using the convexity of: z → |z|2 , we



+ 13 |3(Zsp − Z˜s )|2 + 31 |3Z˜s |2







+ |Zsp − Z˜s |2 + |Z˜s |2 ),



and, similarly,



 α p2 α ˜ 2 + |Z˜s |2 . |Zsp − Z| |Zs | ≤ 4 2 These estimates lead to  ˜ 2 + |Z˜s |2 + C. F m, p ≤ Cˆs + 2α |Zsm,p |2 + |Zsp − Z| We set: K = 4α and, transferring into the left-hand side the terms containing |Z m,p |2 or |U m,p |8α , we rewrite the equation (31) Z T m,p m,p EφK (Y0 ) + E e8αYs |Usm,p |8α ds 0



Z



T



m,p



2αe8αYs



+E



|Zsm,p |2 ds + E



Z



T



2α|Zsm,p |2 ds



0



0



Z



T



m,p



(e8αYs



≤E



− 1)(Cˆs + C + 2α(|Zsp − Z˜s |2 + |Z˜s |2 ))ds.



0



We rely once again on the result given in Corollary 1 to claim the existence of a constant C Z T Z T m,p 1 8αYsm,p m,p 2 |Us |L2 (n) ds ≤ E e8αYs |Usm,p |8α ds. E e C 0 0 This entails, taking the limit inf as m goes to ∞ and p being fixed Z T m,p 1 p ˜ EφK (Y0 − Y0 ) + e8αYs |Usm,p |2L2 (n) ds lim inf E m C 0  Z +lim inf E m



T



8αYsm,p



2αe



|Zsm,p |2 ds



Z +E



0



Z ≤E



T



T







2α|Zsm,p |2 ds



0 p



˜ (e8α(Ys −Ys ) − 1)(Cˆs + C + 2α(|Zsp − Z˜s |2 + |Z˜s |2 ))ds.



0



where the limit, as m goes to ∞ (p being fixed), in the right-hand side of this inequality results from Lebesgue’s convergence theorem: in fact, we 31



ˆ |Z p − Z| ˜ 2 and have that (Ysm ) converges to Y˜s , P-a.s. and for all s, and: C, 2 1 ˜ are in L (ds ⊗ dP). Before justifying the passage to the limit as p goes |Z| ˜ are the respective weak limits of (Z m ) and (U m ) to ∞, we use that Z˜ and U to obtain Z T Z T    m,p p ˜ E 2α e8αYs + 1 |Zsm,p |2 ds, 2α(e8α(Ys −Ys ) + 1) |Z˜s − Zsp |2 ds ≤ lim inf E m



0



0



and T



Z E 0



˜s − Usp |2 2 ds ≤ lim inf E |U L (n) m



Z



T



m,p



e8α(Ys



0



)



|Usm,p |2L2 (n) ds,



m,p



(since: e8αYs ≥ 1). Transferring now in the left-hand side of the last inequality of page 30 the unique term containing |Z˜ − Z p |2 , we get Z T Z T 1 ˜s − U p |2 2 ds E 4α|Z˜s − Zsp |2 ds + E |U s L (n) C 0 0 Z ≤E



T



p



˜ (e8α(Ys −Ys ) − 1)(Cˆs + C + 2α|Z˜s |2 )ds



0



and hence, the desired convergence result follows: in fact, the limit in the right-hand side, as p goes to ∞, is equal to zero, thanks to the Lebesgue’s convergence theorem. 
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