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Abstract. The goal of the present paper is to provide a systematic and comprehensive study of rational stochastic languages over a semiring K ∈ {Q, Q+ , R, R+ }. A rational stochastic language is a probability distribution over a free monoid Σ ∗ which is rational over K, that is which can be generated by a multiplicity automata with parameters in rat K. We study the relations between the classes of rational stochastic languages SK (Σ). We define the notion of residual of a stochastic language and we use it to investigate properties of several subclasses of rational stochastic languages. Lastly, we study the representation of rational stochastic languages by means of multiplicity automata.



1 Introduction In probabilistic grammatical inference, data often arise in the form of a finite sequence of words w1 , . . . , wn over some predefined alphabet Σ. These words are assumed to be independently drawn according to a fixed but unknown probability distribution over Σ ∗ . Probability distributions over free monoids Σ ∗ are called stochastic languages. A usual goal in grammatical inference is to try to infer an approximation of this distribution in some class of probabilistic models, such as probabilistic automata. A probabilistic automaton (PA) is composed of a structure, which is a finite automaton (NFA), and parameters associated with states and transitions, which represent the probability for a state to be initial, terminal or the probability for a transition to be chosen. It can easily be shown that probabilistic automata have the same expressivity as Hidden Markov Models (HMM), which are heavily used in statistical inference [DDE05]. Given the structure A of a probabilistic automaton and a sequence of words S, computing parameters for A which maximize the likelihood of S is NP-hard [AW92]. In practical cases however, algorithms based on the E.M. (Expectation-Maximization) method [DLR77] can be used to compute approximate values. On the other hand, inferring a probabilistic automaton (structure and parameters) from a sequence of words is a widely open field of research. Most results obtained so far only deal with restricted subclasses of PA, such as Probabilistic Deterministic Automata (PDA), i.e. probabilistic automata whose structure is deterministic (DFA) or Probabilistic Residual Automata (PRA), i.e. probabilistic automata whose structure is a residual finite state automaton (RFSA)[CO94,CO99,dlHT00,ELDD02,DE04]. In other respects, it can be noticed that stochastic languages are particular cases of formal power series and that probabilistic automata are also particular cases of multiplicity automata, notions which have been extensively studied in the field of formal language theory[SS78,BR84,Sak03]. Therefore, stochastic languages which can be generated by multiplicity automata are special cases of rational languages. We call them rational stochastic languages. The goal of the present paper is to provide a systematic and comprehensive study of rational stochastic languages so as to bring out



properties that could be useful for a grammatical inference purpose. Indeed, considering the objects to infer as special cases of rational languages makes it possible to use the powerful theoretical tools that have been developed in that field and hence, give answers to many questions that naturally arise when working with them: is it possible to decide within polynomial time whether two probabilistic automata generate the same stochastic language? does allowing negative coefficients in probabilistic automata extend the class of generated stochastic languages? can a rational stochastic language which takes all its values in Q always be generated by a multiplicity automata with coefficients in Q? and so forth. Also, studying rational stochastic languages for themselves, considered as objects of language theory, helps to bring out notions and properties which are important in a grammatical inference pespective: for example, we show that the notion of residual language (or derivative), so important for grammatical inference [DLT02,DLT04], has a natural counterpart for stochastic languages [DE03], which can be used to express many properties of classes of stochastic languages. Formal power series take their values in a semiring K: let us denote by KhhΣii the set of all formal power series. Here, we only consider semirings Q, R, Q+ and R+ . For rat (Σ) of rational stochastic languages as the any such semiring K, we define the set SK set of stochastic languages over Σ which are rational languages over K. For any two distinct semirings K and K ′ , the corresponding sets of rational stochastic languages are distinct. We show that R is a Fatou extension of Q for stochastic languages, which means that any rational stochastic language over R which takes its values in Q is also rational over Q. However, R+ is not a Fatou extension of Q+ for stochastic languages: there exists a rational stochastic language over R+ which takes its values in Q+ and which is not rational over Q+ . For any stochastic language p over Σ and any word u such that p(uΣ ∗ ) 6= 0, let us define the residual language u−1 p of p with respect to u by u−1 p(w) = p(uw)/p(uΣ ∗ ): residual languages clearly are stochastic languages. We show that the residual languages of a rational stochastic language p over K are also rational over K. The residual subsemimodule [Res(p)] of KhhΣii spanned by the residual languages of any stochastic language p may be used to express the rationality of p: p is rational iff [Res(p)] is included in a finitely generated subsemimodule of KhhΣii. But when K is positive, i.e. K = Q+ or K = R+ , it may happen that [Res(p)] itself is not finitely generated. rat (Σ): the set S f ingen (Σ) composed We study the properties of two subclasses of SK K of rational stochastic languages over K whose residual subsemimodule is finitely genf in erated and the set SK (Σ) composed of rational stochastic languages over K which have finitely many residual languages. We show that for any of these two classes, R+ is a Fatou extension of Q+ : any stochastic language of SRf ingen (Σ) (resp. of SRf in + + (Σ)) f ingen f in + which takes its values in Q is an element of SQ+ (Σ) (resp. of SQ+ (Σ)). We also f ingen show that for any element p of SK (Σ), there exists a unique minimal subset of residual languages of p which generates [Res(p)]. Then, we study the representation of rational stochastic languages by means of multiplicity automata. We first show that the set of multiplicity automata with parameters in Q which generate stochastic languages is not recursive. Moreover, it contains no recursively enumerable subset capable to generate the whole set of rational stochastic languages over Q. A stochastic language P p is a formal series which has two properties: (i) p(w) ≥ 0 for any word w, (ii) w p(w) = 1. We show that the undecidability
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comes from the first requirement, since the second one can be decided within polynomial time. We show that the set of stochastic languages which can be generated by probabilistic automata with parameters in Q+ (resp.R+ ) exactly coincides with rat SQrat + (Σ) (resp. SR+ (Σ)). A probabilistic automaton A is called a Probabilistic Residual Automaton (PRA) if the stochastic languages associated with its states are residual languages of the stochastic languages pA generated by A. We show that the set of stochastic languages that can be generated by probabilistic residual automata with parameters in Q+ (resp.R+ ) exactly coincides with SQf ingen (Σ) (resp. SRf ingen (Σ)). We + + do not know whether the class of PRA is decidable. However, we describe two decidf ingen able subclasses of PRA capable of generating SK (Σ) when K = Q+ or K = R+ : the class of K-reduced PRA and the class of prefixial PRA. The first one provides minimal representation in the class of PRA but we show that the membership problem is PSPACE-complete. The second one produces more cumbersome representation but the membership problem is polynomial. Finally, we show that the set of stochastic languages that can be generated by probabilistic deterministic automata with paramef in ters in Q+ (resp.R+ ) exactly coincides with SQf in + (Σ), which is also equal to SQ (Σ)



f in (resp. SRf in + (Σ), which is also equal to SR (Σ)). We recall some properties on rational series, stochastic languages and multiplicity automata in Section 2. We define and study rational stochastic languages in Section 3. The relations between the classes of rational stochastic languages are studied in Subsection 3.1. Properties of the residual languages of rational stochastic languages are studied in Subsection 3.2. A characterisation of rational stochastic languages in terms f ingen f in of stable subsemimodule is given in Subsection 3.3. Classes SK (Σ) and SK (Σ) are defined and studied in Subsection 3.4. The representation of rational stochastic languages by means of multiplicity automata is given in Section 4.



2 Preliminaries 2.1



Rational series



In this section, we recall some definitions and results on rational series. For more information, we invite the reader to consult [SS78,BR84,Sak03]. Let Σ be a finite alphabet, and Σ ∗ be the set of words on Σ. The empty word is denoted by ε and the length of a word u is denoted by |u|. The number of occurrences of the letter x in the word w is denoted by |w|x . For any integer k, we denote by Σ k the set {u ∈ Σ ∗ | |u| = k} and by Σ ≤k the set {u ∈ Σ ∗ | |u| ≤ k}. We denote by < the length-lexicographic order on Σ ∗ . For any word u ∈ Σ ∗ and any language L ⊆ Σ ∗ , let uL = {uv ∈ Σ ∗ |v ∈ L} and u−1 L = {v ∈ Σ ∗ |uv ∈ L}. A subset P of Σ ∗ is prefixial if for any u, v ∈ Σ ∗ , uv ∈ P ⇒ u ∈ P . A semiring is a set K with two binary operations + and · and two constant elements 0 and 1 such that 1. 2. 3. 4.



hK, +, 0i is a commutative monoid, hK, ·, 1i is a monoid, the distribution laws a · (b + c) = a · b + a · c and (a + b) · c = a · c + b · c hold, 0 · a = a · 0 = 0 for every a. 3



A semiring is positive if the sum of two elements different from 0 is different from 0. The semirings we consider here are the field of rational numbers Q, the field of real numbers R, Q+ and R+ , respectively the non negative elements of Q and R; Q+ and R+ are positive semirings. Let Σ be a finite alphabet and K a semiring. A formal power series is a mapping r of Σ ∗ into K. The values r(w) where w ∈ P Σ ∗ are referred to as the coefficients of the series, and r is written as a formal sum r = w∈Σ ∗ r(w)w. The set of all formal power series is denoted by KhhΣii. Given r, the subset of Σ ∗ defined by {w|r(w) 6= 0} is the support of r and denoted by supp(r). A polynomial is a series whose support is finite. The subset of KhhΣii consisting of all polynomials is denoted by KhΣi. We denote by 0 the series all of whose coefficients equal 0. We denote by 1 the series whose coefficient for ε equals 1, the remaining coefficients being P equal to 0. The sum of two series r and r ′ in KhhΣii is defined by r + r ′ = w∈Σ ∗ (r(w) + ′ (w))w. The multiplication of a series r by a scalar a ∈ K is defined by ar = rP · r(w)w. The Cauchy product of two series r and r ′ is defined by rr ′ =  Pw∈Σ ∗ aP ′ w∈Σ ∗ w1 w2 =w r(w1 ) · r (w2 ) w. These operations furnish KhhΣii with the structure of a semiring with KhΣi as Pa subsemiring. The Hadamard product of two series r and r ′ is defined by r ⊙ r ′ = w∈Σ ∗ r(w)r ′ (w)w. A series r is quasiregular if r(ǫ) = 0. Quasiregular series have the property that for every w ∈ Σ ∗ , there exist finitely many integers i such that r i (w) 6= 0 where the exponent i of r i refers to the Cauchy product. Let r be aP quasiregular series, r ∗ (resp. P r + ) is defined by r ∗ (w) = i≥0 r i (w) (resp. r + (w) = i≥1 r i (w)). A subsemiring R of KhhΣii is rationally closed if r + ∈ R for every quasiregular element r of R. The family K rat hhΣii of K-rational series over Σ is the smallest rationally closed subset of KhhΣii which contains all polynomials. When K is commutative, the Hadamard product of two rational series is a rational series. Let K be a semiring and let m, n be two integers. Let us denote by K m×n the set of m × n matrices whose elements belong to K and by Im the matrix whose diagonal elements are equal to 1 and whose all other elements are null. Note that K m×m forms a semiring. A series r is recognizable if there exists a multiplicative homomorphism µ : Σ ∗ → K n×n , n ≥ 1, and two matrices λ ∈ K 1×n , γ ∈ K n×1 such that for every w ∈ Σ ∗ , r(w) = λµ(w)γ. The tuple (λ, µ, γ) is called an n dimensional linear representation of r. A linear representation of r is said to be reduced if its dimension is minimal. Let us denote by K rec hhΣii the set of all recognizable series. Theorem 1. [Sch61] The families K rat hhΣii and K rec hhΣii coincide. Let K be a semiring. Then a commutative monoid V is called a K-semimodule if there is an operation · from K × V into V such that for any a, b ∈ K, v, w ∈ V , 1. (ab) · v = a · (b · v), 2. (a + b) · v = a · v + b · v and a · (v + w) = a · v + a · w, 3. 1 · v = v and 0 · v = 0. If S is a subset of a K-semimodule V , the subsemimodule [S] generated by S is the smallest of all subsemimodules of V containing S. It can be proved that [S] = {a1 s1 + . . . + an sn |n ∈ N∗ , ai ∈ K, si ∈ S}. 4



∗



Let us consider the semimodule K Σ of all functions F : Σ ∗ → K. For any word ∗ ˙ by uF ˙ (v) = F (uv) u of Σ ∗ and any function F of K Σ , we define a new function uF ∗ for any word v. The operator transforming F into uF ˙ is linear: for any F, G ∈ K Σ ∗ and a ∈ K, u˙ (a · F ) = a · uF ˙ and u(F ˙ + G) = uF ˙ + uG. ˙ A subset B of K Σ is called stable if the conditions u ∈ Σ ∗ and F ∈ B imply that uF ˙ ∈ B. Theorem 2. [Fli74,Jac75] Suppose that K is a commutative semiring and r belongs to KhhΣii. Then the following three conditions are equivalent: 1. r belongs to K rat hhΣii; 2. the subsemimodule of KhhΣii generated by {ur|u ˙ ∈ Σ ∗ } is contained in a finitely ∗ Σ generated stable subsemimodule of K ; ∗ 3. r belongs to a finitely generated stable subsemimodule of K Σ . When K is not a field, it may happen that a series r belongs to a finitely generated stable subsemimodule of KhhΣii, and hence is a rational series, while the stable subsemimodule generated by {ur|u ˙ ∈ Σ ∗ } is not finitely generated. An example of this situation will be provided on Example 1. Two linear representations (λ, µ, γ) and (λ′ , µ′ , γ ′ ) of a rational series r are similar if there exists an inversible matrix m ∈ K n×n such that λ′ = λm, µ′ w = m−1 µwm for any word w and γ ′ = m−1 γ. Theorem 3. [Sch61,Fli74] Assume that K is a commutative field. Then any two reduced linear representations (λ, µ, γ) and (λ′ , µ′ , γ ′ ) of a rational series r are similar. The dimension of any reduced linear representation of r is also the dimension of the vector subspace generated by {ur|u ˙ ∈ Σ ∗ }. Let K be a subsemiring of K ′ . K ′ is said to be a Fatou extension of K if every rational series over K ′ with coefficients in K is a rational series over K. It has been shown in [Fli74] that when K and K ′ are commutative fields then K ′ is a Fatou extension of K. Therefore, R is a Fatou extension of Q: any rational series over R which only takes rational values is a rational series over Q: Rrat hhΣii ∩ QhhΣii = Qrat hhΣii. It has also been proved that R+ is not a Fatou extension of rat rat Q+ : Q+ hhΣii ( R+ hhΣii ∩ Q+ hhΣii. 2.2



Stochastic languages



A stochastic language is a formal series p which takes its values in R+ and such that P L ⊆ Σ ∗ , the sum P Pw∈Σ ∗ p(w) = 1. For any stochastic language p and any language w∈L p(w) is defined without ambiguity. So, let us denote w∈L p(w) by p(L). The set of all stochastic languages over Σ is denoted by S(Σ). For any stochastic language p and any word u such that p(uΣ ∗ ) 6= 0, we define the stochastic language u−1 p by u−1 p(w) =



p(uw) · p(uΣ ∗ )



u−1 pPis called the residual language of p wrt u. Let us denote by res(p) the set {u ∈ Σ ∗ | w∈Σ ∗ p(uw) 6= 0} and by Res(p) the set {u−1 p|u ∈ res(p)}. For any K ∈ rat (Σ) = K rat hhΣii ∩ S(Σ), the set of rational stochastic {R, R+ , Q, Q+ }, define SK 5



languages over K. Let S = {s1 , . . . , sn } be a finite subset of S(Σ). The convex hull of S in KhhΣii is defined by convK (S) = {s ∈ KhhΣii|s = α1 · s1 + . . . + αn · sn where each αi ∈ K, αi ≥ 0 and α1 +. . .+αn = 1}. Clearly, any element of convK (S) is a stochastic language. Example 1. Let Σ = {a}, and let p1 , p2 and p be the rational stochastic languages over R+ defined on Σ ∗ by p1 (an ) = 2−(n+1) , p2 (an ) = 3 · 2−(2n+2) and p = (p1 + p2 )/2. Check that p1 p2 2n p1 + p2 a˙n p1 = n , a˙n p2 = 2n and a˙n p = 2 2 22n+1 and (an )−1 p1 = p1 , (an )−1 p2 = p2 and (an )−1 p =



2n p1 + p2 · 2n + 1



Let V be the vector subspace of RhhΣii generated by p1 and p2 : V is represented on Figure 1. The subsemimodule of R+ hhΣii generated by p1 and p2 corresponds V
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Fig. 1. The stable subsemimodule of R+ hhΣii generated by p is equal to Vp : it does not contains the halfline ]Op1 ) and it is not finitely generated. to the closed halfcone C delimited by the halflines [Op1 )P and [Op2 ). The line (p1 p2 ) is composed of the rational series r in V which satisfy w∈Σ ∗ r(w) = 1. Let q = αp1 + (1 − α)p2 . The constraint q(an ) ≥ 0 is equivalent to the inequality (2n+1 − 3)α + 3 ≥ 0. The series q such that q(an ) ≥ 0 for any integer n must satisfy 0 ≤ α ≤ 3. 6



Let p3 = 3p1 − 2p2 . The stochastic languages in V are the points of the line (p2 p3 ) which lie between p2 and p3 . Let Vp be the subsemimodule of R+ hhΣii generated by {up|u ˙ ∈ Σ ∗ }. Check that + Vp = {t(αp1 + (1− α)p2 )|1/2 ≤ α < 1, t ∈ R } and that Vp is not finitely generated. 2.3



Automata



A non deterministic finite automaton (NFA) is a tuple hΣ, Q, QI , QT , δi where Q is a finite set of states, QI ⊆ Q is the set of initial states, QT ⊆ Q is the set of final states, δ is the transition function defined from Q × Σ to 2Q . Let δ also denote the extended transition function defined from 2Q ×Σ ∗ to 2Q by δ(q, ε) = {q}, δ(q, wx) = ∪q′ ∈δ(q,w) δ(q ′ , x) and δ(R, w) = ∪q∈R δ(q, w) for any q ∈ Q, R ⊆ Q, x ∈ Σ and w ∈ Σ ∗ . An NFA is deterministic (DFA) if QI contains only one element q0 and if ∀q ∈ Q, ∀x ∈ Σ, |δ(q, x)| ≤ 1. Let K be a semiring. A K-multiplicity automaton (MA) is a 5-tuple hΣ, Q, ϕ, ι, τ i where Q is a finite set of states, ϕ : Q×Σ ×Q → K is the transition function, ι : Q → K is the initialization function and τ : Q → K is the termination function. Let QI = {q ∈ Q|ι(q) 6= 0} be the set of initial states and QT = {q ∈ Q|τ (q) 6= 0} be the set of terminal states. The support of an MA hΣ, Q, ϕ, ι, τ i is the NFA hΣ, Q, QI , QT , δi where δ(q, x) = {q ′ ∈ Q|ϕ(q,P x, q ′ ) 6= 0}. We extend the transition function ϕ to ∗ Q × Σ × Q by ϕ(q, wx, r) = s∈Q ϕ(q, w, s)ϕ(s, x, r) and ϕ(q, ε, r) = 1 if q = r ∗ ∗ and 0 otherwise, for any q, r ∈ Q, x ∈ PΣ and w ∈ Σ . For any finite subset L ⊂ Σ and any R ⊆ Q, define ϕ(q, L, R) = w∈L,r∈R ϕ(q, w, r). For any MA A = hΣ, Q, ϕ, ι, τ i, we define the series rA by X ι(q)ϕ(q, w, r)τ (r). rA (w) = q,r∈Q



P For any q ∈ Q, we define the series rA,q by rA,q (w) = r∈Q ϕ(q, w, r)τ (r). If the semiring K is positive, it can be shown that the support of the series rA defined by a K-multiplicity automaton is equal to the language defined by the support of A. In particular, supp(rA ) is a regular language. This property is false in general when K is not positive. Two MA A and A′ are equivalent if they define the same series, i.e. if rA = rA′ . Let A = hΣ, Q, ϕ, ι, τ i be a K-MA and let q ∈ Q. Suppose P that there exist coefficients αq′ ∈ K for q ′ ∈ Q′ = Q \ {q} such that rA,q = q′ ∈Q′ αq′ rA,q′ . Let A′ = hΣ, Q′ , ϕ′ , ι′ , τ ′ i where – ϕ′ (r, x, s) = ϕ(r, x, s) + αs ϕ(r, x, q) for any r, s ∈ Q′ and x ∈ Σ, – ι′ (r) = ι(r) + αr ι(q) for any r ∈ Q′ , – τ ′ (r) = τ (r) for any r ∈ Q′ . The multiplicity automaton A′ is called a K-reduction of A. A multiplicity automaton A is called K-reduced if it has no K-reduction. Proposition 1. Let A = hΣ, Q, ϕ, ι, τ i be a K-MA and let A′ = hΣ, Q′ , ϕ′ , ι′ , τ ′ i be a K-reduction of A. Then, for any state q ′ ∈ Q′ , rA′ ,q′ = rA,q′ . As a consequence, rA′ = rA . 7



Proof. Let Q′ = Q \ {q} and let αq′ ∈ K for any q ′ ∈ Q′ such that rA,q = P ′ q ′ ∈Q′ αq ′ rA,q ′ . For any state r ∈ Q , we have rA′ ,r (ε) = τ ′ (r) = τ (r) = rA,r (ε).



Now, assume that for any word w of length ≤ k and any state r ∈ Q′ we have rA′ ,r (w) = rA,r (w). Let x be a letter, we have: rA′ ,r (xw) =



X



ϕ′ (r, x, s)rA′ ,s (w) =



s∈Q′



=



X



X



(ϕ(r, x, s) + αs ϕ(r, x, q)) rA,s (w)



s∈Q′



ϕ(r, x, s)rA,s (w) + ϕ(r, x, q)



s∈Q′



=



X



X



αs rA,s (w)



s∈Q′



ϕ(r, x, s)rA,s (w) + ϕ(r, x, q)rA,q (w)



s∈Q′



=



X



ϕ(r, x, s)rA,s (w) = rA,r (xw).



s∈Q



Hence, rA′ ,r = rA,r for any r of Q′ . Moreover, rA′ =



X



s∈Q′



=



X



s∈Q′



ι′ (s)rA,s =



X



(ι(s) + αs ι(q)) rA,s



s∈Q′



ι(s)rA,s + ι(q)



X



s∈Q′



αs rA,s =



X



ι(s)rA,s = rA .



s∈Q



⊓ ⊔ A state q ∈ Q is accessible (resp. co-accessible) if there exists q0 ∈ QI (resp. qt ∈ QT ) and u ∈ Σ ∗ such that ϕ(q0 , u, q) 6= 0 (resp. ϕ(q, u, qt ) 6= 0). An MA is trimmed if all its states are accessible and co-accessible. Given an MA A, a trimmed MA equivalent to A can efficiently be computed from A. From now, we only consider trimmed MA. We shall consider several subclasses of multiplicity automata, defined as follows: A semi Probabilistic Automaton (semi-PA) P is an MA hΣ, Q, ϕ, ι, τ i such that ι, ϕ and τ take their values in [0, 1], such that q∈Q ι(q) ≤ 1 and for any state q, τ (q) + ϕ(q, Σ, Q) ≤ 1. Semi-PA generate rational series over R+ . P A Probabilistic Automaton (PA) is a trimmed semi-PA hΣ, Q, ϕ, ι, τ i such that q∈Q ι(q) = 1 and for any state q, τ (q) + ϕ(q, Σ, Q) = 1. Probabilistic automata generate stochastic languages. Proposition 2. Let A = hΣ, P For q ∈ Q, PQ, ϕ, ι, τ i be a K-semi-PA (resp. a K-PA). P rA,q (w) ≤ 1 (resp. w∈Σ ∗ rA,q (w) = 1). As a consequence, w∈Σ ∗ rA (w) ≤ w∈Σ ∗ P 1 (resp. w∈Σ ∗ rA (w) = 1). 8



Proof. For any integer k and any q ∈ Q, we have X rA,q (w) + ϕ(q, Σ k+2 , Q) |w|≤k+1



= =



X



rA,q (w) +



X



|w|≤k



r∈Q



X



X



rA,q (w) +



ϕ(q, Σ k+1 , r)τ (r) +



X



ϕ(q, Σ k+1 , r)ϕ(r, Σ, Q)



r∈Q



ϕ(q, Σ k+1 , r)[τ (r) + ϕ(r, Σ, Q)].



r∈Q



|w|≤k



From this relation, it is easy to infer by induction on k that X X rA,q (w) + ϕ(q, Σ k+1 , r) ≤ 1 (resp. = 1) r∈Q



|w|≤k



when A is a semi-PA (resp. a PA). A first consequence is that X X X X ι(q)rA,q (w) ≤ 1. rA,q (w) ≤ 1 and rA (w) = w∈Σ ∗



w∈Σ ∗



w∈Σ ∗ q∈Q



Let n = |Q|. Since A is trimmed, there exists a word u ∈ Σ ≤n−1 such that rA,q (u) > 0. Therefore, there exists α < 1 such that ϕ(q, Σ n , Q) < α. It can easily be shown, by induction on the integer k, that ϕ(q, Σ kn , Q) < αk . Now, when A is a PA, we have X X rA,q (w) ≥ rA,q (w) = 1 − ϕ(q, Σ kn , Q) > 1 − αk w∈Σ ∗



|w| 0, there exists µ′1 , . . . , µ′k ∈ Q such that P P α1 + kj=1 µ′j β1j > 0 since Q is dense in R and since α1 + kj=1 µj β1j is a continuous expression of the µi . P – Let n > 1 and let µ1 , . . . , µk be such that αi + kj=1 µj βij ≥ 0 for any 1 ≤ i ≤ n. P If αi + kj=1 µj βij > 0 for any integer i, then there exists µ′1 , . . . , µ′k ∈ Q such P that αi + kj=1 µ′j βij > 0 for any i, by using the same argument as previously. P Otherwise, there exists at least an integer i such that αi + kj=1 µj βij = 0. • If each βij = 0, then αi is also null and this equation can be ruled out from the system without modifying its solutions. In this case, the induction hypothesis can be directly applied. • If there exists j such that βij 6= 0, then µj can be expressed as a function of P the other µi : µj = −(αi + l6=j µl βil )/βij , xj can be replaced with −(αi + P j l l6=j xl βi )/βi in all the other inequations and the induction hypothesis can be applied. ⊓ ⊔ Lemma 5. Let r0 , r1 , . . . , rn ∈ QhhΣii and let α1 , . . . , αn ∈ Q, β1 , . . . , βn ∈ R+ be such that n n X X βi ri . αi ri = r0 = i=1



i=1



Then, there exists γ1 , . . . , γn ∈



Q+



such that



r0 =



n X



γi ri .



i=1



P Proof. The set of parameters {(λ1 , . . . , λn ) ∈ Rn | ni=1 λi ri = 0} is a vector subspace of Rn . Since the series r1 , . . . , rn take their values in Q, there exist k vectors (t11 , . . . , t1n ), . . . , (tk1 , . . . , tkn ) ∈ Qn , with k ≤ n, such that for any (λ1 , . . . , λn ) ∈ Rn , n X i=1



λi ri = 0 iff ∃µ1 , . . . , µk ∈ R s.t. λi = 22



k X j=1



µj tji for any i = 1, . . . , n.



Hence, for any (λ1 , . . . , λn ) ∈ Rn , r0 =



n X i=1



λi ri iff ∃µ1 , . . . , µk ∈ R s.t. λi = αi +



k X



µj tji for any i = 1, . . . , n.



j=1



P In particular, there exist µ1 , . . . , µk such that βi = αi + kj=1 µj tji ≥ 0 for any i = 1, . . . , n. P Consider the system composed of the n inequations αi + kj=1 xj tji ≥ 0 for i = 1, . . . , n. It has a solution and the previous Lemma, it has also a solution Pfrom k (µ1 , . . . , µk ) which satisfies αi + j=1 µj tji ∈ Q+ for i = 1, . . . , n. ⊓ ⊔ f ingen rat (Σ). (Σ) = SK Proposition 15. 1. When K ∈ {R, Q}, SK f ingen rat (Σ). 2. When K ∈ {R+ , Q+ }, SK (Σ) ( SK f ingen f ingen 3. SQ+ (Σ) = SR+ (Σ) ∩ Q+ hhΣii.



Proof. 1. When K ∈ {R, Q}, K is a commutative field. As a consequence, any vector subspace of a finitely generated vector subspace of KhhΣii is finitely generated rat (Σ), the residual subsemimodule of p is finitely itself. Therefore, for any p ∈ SK generated. 2. Example 1 describes a rational stochastic language whose residual subsemimodule is not finitely generated. 3. Let p ∈ SRf ingen (Σ) ∩ Q+ hhΣii. Let S = {r1 , . . . , rn } ⊆ Res(p) be a finite + subset which generates the same subsemimodule as Res(p) in R+ hhΣii. From Prop. 8, p ∈ SQrat (Σ) and from Prop. 11, each ri ∈ SQrat (Σ). S also generates the same subsemimodule as Res(p) in QhhΣii. From Lemma 5, forPany word u and any index i, there exists γ1i,u , . . . , γni,u ∈ Q+ such that ur ˙ i = nj=1 γji,u rj . Therefore, S generates a stable subsemimodule of Q+ hhΣii. Also from Lemma 5, P n there exists γ1 , . . . , γn ∈ Q+ such that p = i=1 γi ri . Therefore, p ∈ convQ+ (S) and p ∈ SQf ingen (Σ). + ⊓ ⊔ Remark that SQf ingen (Σ) ( SRf ingen (Σ)∩Q+ hhΣii since SQf ingen (Σ) ( SQrat (Σ) = + +



SRrat (Σ) ∩ Q+ hhΣii = SRf ingen (Σ) ∩ Q+ hhΣii Finaly, we show that when K is positive, finitely generated stochastic languages over K have a unique normal representation in terms of stable subbsemimodules generated by residual languages which is minimal with respect to inclusion.



f ingen Proposition 16. Let K = Q+ or K = R+ and let p ∈ SK (Σ). Then, there exists a unique finite subset R ⊆ Res(p) which generates a stable subsemimodule of KhhΣii, such that p ∈ convK (R) and which is minimal for inclusion. f ingen (Σ). Let R = {r1 , . . . , rn } Proof. Let K = Q+ or K = R+ and let p ∈ SK and S = {s1 , . . . , sm } be two minimal subsets of Res(p) generating [Res(p)]. Let ri0 ∈ R. We are to prove that r0 ∈ S. P i There exist α1i0 , . . . , αni0 ∈ K such that ri0 = m i=1 αi0 si . Pn j j There exist βi ∈ K for any 1 ≤ i, j ≤ n such that si = j=1 βi rj for any 1 ≤ i ≤ m.
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Therefore, ri0 =



m X i=1



αii0



n X



βij rj



=



n m X X j=1



j=1



αii0 βij



i=1



!



rj .



P i i0 If m combination of the i=1 αi0 βi < 1, then we could express ri0 as a convex Pm i i0 other ri and R would not be minimal for inclusion. Therefore, i=1 αi0 βi = 1. P j i i Since m i=1 αi0 = 1 and each βi ∈ [0, 1], for any index i such that αi0 6= 0, i0 i we must have βi = 1. Therefore, for any index i such that αi0 6= 0, we must have si = ri0 . As such an index must exist, ri0 ∈ S. Since no condition has been put on ri0 , then R ⊆ S and finally, R = S. ⊓ ⊔



R+ hhΣii Q+ hhΣii S(Σ) f ingen



rat SR (Σ) = SR



(Σ)



f ingen



rat rat SQ (Σ) = SR (Σ) ∩ Q+ (Σ) = SQ



(Σ)



S rat + (Σ) R



S rat + (Σ) Q



f ingen



S + R



f in



SR



f ingen



S + Q



(Σ) f in



(Σ) = S + (Σ) R



f in



SQ



f ingen



(Σ) = S + R f in



(Σ) ∩ Q+ hhΣii f in



(Σ) = S + (Σ) = SR Q



(Σ) ∩ QhhΣii



Fig. 6. Inclusion relations between classes of classes of rational stochastic languages, f ingen f in including SK (Σ) and SK (Σ).



4 Multiplicity automata and rational stochastic languages. In the previous Sections, we have defined several classes of rational stochastic languages over K ∈ {R, Q, R+ , Q+ }. In this section, we study the representation of these classes by means of multiplicity automata: given a subclass C of rational stochastic languages over K, is there a subset of K-multiplicity automata both simple to identify and sufficient to generate the elements of C? The first result we prove is negative: it is undecidable whether a given multiplicity automaton over Q generates a stochastic language. Moreover, there exist no recursively enumerable subset of multiplicity automata over Q sufficient to generate SQrat (Σ). This result implies that no classes of multiplicity automata can efficiently represent the class of rational stochastic languages over Q or R. In the other hand, we show that the class of K-probabilistic automata reprat (Σ) when K ∈ {R+ , Q+ }. Clearly, it can be decided efficiently whether resents SK a given multiplicity automaton is a probabilistic automaton. We show also that the f ingen class of K-probabilistic residual automata represents the class SK (Σ) for any 24



K ∈ {R, R+ , Q, Q+ }. We do not know whether the class of probabilistic residual automata is decidable. However, we show that it contains a subclass which is decidable f ingen and sufficient to generate SK (Σ). Nevertheless, we show that deciding whether a given MA is in this subclass is a PSPACE-complete. Finally, the class of probabilistic deterministic automata over R+ (resp. Q+ ), which is clearly decidable, represents the f in class SK (Σ) when K ∈ {R, R+ } (resp. K ∈ {Q, Q+ }). To our knowledge, the decidability of the following problems is still open: – decide whether a given multiplicity automaton is equivalent to a probabilistic automaton, or a probabilistic residual automaton or a probabilistic deterministic automaton; – decide whether a given probabilistic automaton is equivalent to a probabilistic residual automaton or a probabilistic deterministic automaton; – decide whether a given probabilistic residual automaton is equivalent to a probabilistic deterministic automaton. 4.1



The class of MA which generate stochastic languages is undecidable



A MA A generates a stochastic language pA if and only if – ∀w ∈ Σ ∗ , pA (w) ≥ 0 and, P – w∈Σ ∗ pA (w) = 1.



We first show that the second condition can be checked within polynomial time. We need the following result:



Lemma 6. [Gan66,BT00] Let M be a square matrix with coefficients in Q. It is decidable within polynomial time whether M k converges to 0 when k tends to infinity. Proof. (Sketch) First, M k converges to 0 when k tends to infinity if and only if the spectral radius ρ(M ) of M , i.e. the maximum of the magnitudes of its eigenvalues, satisfies ρ(M ) < 1. Then, M satisfies ρ(M ) < 1 iff the Lyapunov equation MPMt = P has a positive-definite solution. In that case the solution is unique. Since the Lyapunov equation is linear in the unknown entries of P , we can compute a a solution P in polynomial time, or decide it does not exist. To check that P is positive definite, it is sufficient to compute the determinants of the principal minors of P and check that they are all positive. ⊓ ⊔ Proposition polynomial time whether P 17. Let A be an MA over Q. It is decidable within P the sum k PA (Σ k ) converges. If the sum PA (Σ ∗ ) = k PA (Σ k ) converges, it can be computed within polynomial time. Proof. Let A = hΣ, Q, ϕ, ι, τ i where Q = {q1 , . . . , qn } and let M be the square matrix defined by M [i, j] = [ϕ(qi , Σ, qj )]1≤i,j≤n . We have PA (Σ k ) = ιA M k τA where ιA = (ι(q1 ), . . . , ι(qn )) and τA = (τ (q1 ), . . . , τ (qn ))t . 25



Let E be the subspace of Rn spanned by {M k τA |k ∈ N} and let F be a complementary subspace of E in Rn . Let H = {u ∈ E|∀k ∈ N, ιA M k u = 0}. Clearly, E and H are stable under M . Let G be a complementary subspace of H in E. For any u ∈ Rn , there exists a unique decomposition of the form u = uF + uG + uH where uF ∈ F, uG ∈ G and uH ∈ H. Let pF , pH and pG be the projections on F , G and H defined by pF (u) = uF , pG (u) = ug and pH (u) = uH . Let PF , PH and PG be the corresponding matrices. First note that for any integer k ≥ 1 and any u ∈ E, we have PG M k PG u = (PG M PG )k u. This is clear when k = 1. We have PG M k+1 PG u = PG M k (M PG u) = PG M k [PH M PG u + PG M PG u] since M PG u ∈ E



= PG M k PG [PG M PG u] since ∀v ∈ H, M v ∈ H and PG (v) = 0



= (PG M PG )k+1 u from induction hypothesis. Note also that for any integer k and any u ∈ E, ιA M k u = ιA M k (PG u + PH u) since u ∈ E



= ιA M k PG u since ∀v ∈ H, M v ∈ H and ιA v = 0



= ιA (PG M k PG u + PH M k PG u) since M k PG u ∈ E = ιA PG M k PG u since ∀v ∈ H, ιA v = 0



= ιA (PG M PG )k u. We show now that



P



k∈N ιA M



kτ



A



is convergent iff limk→∞ (PG M PG )k = 0.



– Suppose that limk→∞ (PG M PG )k = 0. Then Id − PG M PG isPinversible and P k −1 k k∈N (PG M PG ) converges to (Id − PG M PG ) . Therefore, k∈N ιA M τA −1 converges to ιA (IdP − PG M PG ) τA . – Suppose now that k∈N ιA M k τA is convergent. There exists λ > 0 such that for all u ∈ G, there exists n ∈ N such that |ιA M n u| ≥ λ||u||. Otherwise, there would exist a sequence uk of elements of G such that for all integer n, |ιA M n (uk )| < ||uk ||/k. Let vk = uk /||uk || and let vσ(k) a subsequence which converges to v. Check that we should have ||v|| = 1, v ∈ G and ιA M n v = 0 for any integer n, which is impossible since v 6= 0. Let λ satisfying this property. For any integers m and k, there exists nk such that |ιA M nk (PG M k PG )(M m τA )| ≥ λ||(PG M k PG )(M m τA )|| = λ||(PG M PG )k (M m τA )||. We have also ιA M nk (PG M k PG )(M m τA ) = ιA (PG M PG )nk (PG M k PG )(M m τA ) = ιA (PG M PG )nk +k (M m τA ) = ιA M nk +k (M m τA ) = ιA M nk +k+mτA . 26



If we suppose that ιA M k τA → 0 when k → ∞, we must have |(PG M k PG )(M m τA )|| → 0 when k → ∞ for any integer m. As {M m τA } generates E, PG M k PG converges to 0. P To sum up, k PA (Σ k ) is bounded iff (PG M PG )k converges to 0, which is a polynomially decidable (Lemma 6). P problem k When the sum k PA (Σ ) converges, it is equal to ιA (Id−PG M PG )−1 τA which can be computed within polynomial time. ⊓ ⊔ Example 2. Consider the MA A′′ described on Fig. 3. We have 3  0 t ιA′′ = (1, 0), τA′′ = (1/4, 1/4) and M = 4 3 0 4 We have M τA′′ = 3/4τA′′ and therefore, E is the vector space spanned by τA′′ . Let F be the complementary space of E spanned by the vector (1, −1)t ; we have     1 11 1 5 −3 H = {0}, G = E, PG = , and 1 − PG M PG = 2 11 8 −3 5 Check that the inverse of 1 − PG M PG is equal to   1 53 2 35 and that ιA (Id − PG M PG )−1 τA = 1. We prove now that it is undecidable whether a multiplicity over Q generates a stochastic language. In order to prove this result, we use a reduction to a decision problem about acceptor PAs. An MA hΣ, Q, ϕ, ι, τ i is an acceptor PA if – – – –



ϕ, ι and τ are non negative functions, P q∈Q ι(q) = 1, P ∀q ∈ Q, ∀x ∈ Σ, r∈Q ϕ(q, x, r) = 1 there exists a unique terminal state t and τ (t) = 1.



Blondel and Canterini have shown that given an acceptor PA A over Q and λ ∈ Q, it is undecidable whether there exists a word w such that PA (w) < λ ([BC03]). Theorem 5. It is undecidable whether an MA over Q generates a stochastic language. Proof. For any rational series r over Σ, let us denote by r the rational series defined by X r(w) r= . (|Σ| + 1)|w|+1 w∈Σ ∗



Let A = hΣ, Q, ϕ, ι, τ i be an acceptor PA over Q and let λ ∈ Q. Let B = hΣ, Q, ϕB , ι, τB i be the MA defined by ϕB (q, x, q ′ ) = ϕ(q, x, q ′ )/(|Σ| + 1) and τB (q) = τ (q)/(|Σ| + 1) for any states q, q ′ ∈ Q and any x ∈ Σ. Remark that B is semi PA and that rP B = rA . The sum s = w∈Σ ∗ rB (w) is bounded by 1 from Prop. 2 and can be computed within polynomial time by using the Prop. 17. Let cλ be the series defined by cλ (w) = λ for any word w ∈ Σ ∗ . 27



– If s < λ, then there must exists a word w such that PA (w) < λ since X



w∈Σ ∗



λ = λ. (|Σ| + 1)|w|+1



– If s = λ, the rational series 1 + rA − cλ is a stochastic language iff rA (w) ≥ λ for any word w. 1 – If s > λ, the rational series s−λ · rA − cλ is a stochastic language iff rA (w) ≥ λ for any word w. Since in the two last cases, a multiplicity automaton which generates 1+rA − cλ (resp. 1 s−λ · rA − cλ ) can easily be derived from A, an algorithm able to decide whether an MA generates a stochastic language could be used to solve the decision problem on PA acceptors. ⊓ ⊔ A reduction to the following undecidable problem could have also been used: it is undecidable whether a rational series over Z takes a negative value [SS78]. The set of multiplicity automata over Q which generate stochastic languages is not only not recursive: it contains no recursively enumerable set able to generate SQrat (Σ). Theorem 6. No recursively enumerable set of multiplicity automata over Q exactly generates SQrat (Σ). Proof. From Prop. 17, the set A composed of the multiplicity automata A over Q which satisfy PA (Σ ∗ ) = 1 is recursively enumerable. The subset B composed of the elements of A which satisfy ∃ w ∈ Σ ∗ PA (w) < 0 is recursively enumerable. Suppose that there exists a recursive enumeration R0 , . . . , Rn , . . . of multiplicity automata over Q sufficient to generate SQrat (Σ) and let w0 , . . . , wn , . . . be an enumeration of Σ ∗ . Consider the following algorithm: Input: a multiplicity automaton A over Q If pA (Σ ∗ ) = 1 then For i ≥ 0 do If pA (wi ) < 0 then output NO; exit; EndIf If A is equivalent to Ri then output YES; exit; EndIf EndFor Else output NO; exit EndIf P Since the equality w∈Σ ∗ PA (w) = 1 and the equivalence of two multiplicity automata can be decided, this algorithm would end on any input and decide whether A generates a stochastic language. Therefore, the enumeration R0 , . . . , Rn , . . . cannot exist. ⊓ ⊔ 28



4.2



Probabilistic automata



So, SQrat (Σ) and SRrat (Σ) cannot be identified by any efficient subclass of multiplicity rat automata. In the other hand, SQrat + (Σ) and SR+ (Σ) can be described by probabilistic automata which form an easily identifiable subclass of multiplicity automata. Proposition 18. Let K ∈ {R+ , Q+ } and let p ∈ KhhΣii. Then, p is a stochastic language over K iff there exists a K-probabilistic automaton A such that p = rA . rat (Σ) then there exists a K-probabilistic Proof. The only thing to prove is that if p ∈ SK automaton A such that p = rA . rat (Σ) which generates a stable From Theorem 4, there exist a finite subset S of SK subsemimodule of KhhΣii and such that p ∈ convK (S). Suppose that S is minimal ′ ∈ S and any x ∈ Σ, let α and αx for inclusion. For any s, sP s s,s′ ∈ K such that P p = s∈S αs s and xs ˙ = s′ ∈S αxs,s′ s′ . Let A = hΣ, S, ϕ, ι, τ i be the MA defined by:



– ι(s) = αs , – τ (s) = s(ε), – ϕ(s, x, s′ ) = αxs,s′ for any s, s′ ∈ S and any x ∈ Σ. From Claims 1 and 2, p = rA . rat (Σ), every state of A is co-accessible and since S is minimal, every Since S ⊆ SK state of A is accessible. Therefore, P P A is trimmed. Note that s∈S ι(s) = s∈S αs = 1 since elements of {p} ∪ S are stochastic languages. For any s ∈ S, X X τ (s) + ϕ(s, x, s′ ) = s(ε) + αxs,s′ s′ ∈S,x∈Σ



s′ ∈S,x∈Σ



= s(ε) +



X



∗ xs(Σ ˙ )



x∈Σ



= s(ε) +



X



s(xΣ ∗ )



x∈Σ



= 1.



⊓ ⊔



Then, A is a PA. 4.3



Probabilistic residual automata



f ingen (Σ) can be described by probabilistic residFor any K ∈ {R+ , Q+ }, the class SK ual automata.



Proposition 19. Let K ∈ {R+ , Q+ } and let p ∈ KhhΣii. Then, p is a stochastic language over K whose residual subsemimodule is finitely generated iff there exists a K-probabilistic residual automaton A such that p = rA . f ingen (Σ) and let w1 , . . . , wn ∈ res(p) be such that S = Proof. – Let p ∈ SK −1 −1 {w1 p, . . . , wn p} generates [Res(p)]. Let A be the MA associated with S as in the proof of Prop. 18. Check that A is a PRA which generates p.



29



– Let A hΣ, Q, ϕ, ι, τ i be a PRA which generates p and for any q ∈ Q, let wq ∈ Σ ∗ be such that rA,q = wq−1 p. From Claim 3, {wq−1 p|q ∈ Q} generates a stable subsemimodule M which contains p. Check that [Res(p)] = M . ⊓ ⊔ Remark that from Prop. 16, there exists a unique minimal subset S of Res(p) which generates [Res(p)]. A PRA based on this set has a minimal number of states. We do not know whether the class of PRA is decidable. However, we show that the class of R+ -reduced PRA is decidable. Since a reduced PRA is a PRA, any PRA is f ingen equivalent to a reduced PRA and therefore, this class is sufficient to generate SK (Σ). Let A be a PA and let hΣ, Q, δ, QI , QT i be the support of A. If for any state q ∈ Q, there exists a word wq such that δ(QI , wq ) = {q}, then A is a PRA since wq−1 rA = rA,q . The converse is true when A is reduced. Proposition 20. Let A be a R+ -reduced PA and let hΣ, Q, δ, QI , QT i be the support of A. Then, A is a PRA if and only if for any state q ∈ Q, there exists a word w such that δ(QI , w) = {q}. −1 Proof. Suppose that A is a PRA. Let q ∈ Q and w be a word such that Pwq rA = rA,q . −1 Let Qw = δ(QI , w). There exist (αq′ )q′ ∈Qw such that w rA = q ′ ∈Qw αq ′ rA,q ′ . P + Since q ∈ Qw , (1 − αq )rA,q = q ′ ∈Qw ,q ′ 6=q αq ′ rA,q ′ . Since A is R -reduced, we must have αq = 1 and therefore, Qw = {q}. ⊓ ⊔



Corollary 1. It can be decided whether a R+ -reduced MA is a PRA. Proof. It can easily be decided whether an MA is a PA. Then, the power set construction can be used to check whether any state can be uniquely reached by some word. ⊓ ⊔ From Prop. 6, it can efficiently be decided whether an MA is R+ -reduced PA. But unfortunately, no efficient decision procedure exist to decide whether it is an R+ reduced PRA: the decision problem is PSPACE-complete. Proposition 21. Deciding whether a R+ -reduced PA is a PRA is PSPACE-complete. Proof. We prove the proposition by reduction of the following PSPACE-complete problem: given n DFA A1 , . . . , An over Σ, let Li be the language recognized by Ai for 1 ≤ i ≤ n, deciding whether ∪ni=1 Li = Σ ∗ is PSPACE-complete. Let Ai = hΣ, Qi , {q0i }, QiT , δi i for 1 ≤ i ≤ n where i 6= j implies that Qi ∩ Qj = ∅. We may suppose that Li 6= ∅ for 1 ≤ i ≤ n. Consider 3 new states q0 , q1 , qf , n + 1 new letters x1 , . . . , xn , λ. Let A = hΣA , QA , QI , QT , δi be an NFA defined by: – – – – –



ΣA = Σ ∪ {x1 , . . . , xn , λ} QA = ∪ni=1 Qi ∪ {q0 , q1 , qf }, QI = {q0 , q01 , . . . , q0n }, QT = {q1 , qf }, for any 1 ≤ i, j ≤ n, any q ∈ Qi and any x ∈ Σ, • δ(q, x) = δi (q, x), • δ(q, xj ) = {q0i } if i = j and ∅ otherwise, • δ(q, λ) = {qf } if q ∈ QiT and ∅ otherwise, 30
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Fig. 7. The union of the languages recognized by the automata Ai is different from Σ ∗ if and only if this automaton is the support of a R+ -reduced PRA.
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– for any x ∈ Σ, δ(q0 , x) = {q0 }, δ(q1 , x) = ∅ and δ(qf , x) = ∅, – δ(q0 , λ) = {q1 }, δ(q1 , λ) = {q0 } and δ(qf , λ) = ∪ni=1 {q01 , . . . , q0n }. Check that for any q ∈ ∪ni=1 Qi ∪{qf }, there exists a word wq such that δ(QI , w) = {q}. If there exists a word w0 such that δ(QI , w0 ) = {q0 } then δ(QI , w0 λ) = {q1 }. Now, suppose that ∪ni=1 Li 6= Σ ∗ and let u ∈ Σ ∗ \ ∪ni=1 Li . Then δ(QI , u) ∩ n ∪i=1 QiT = ∅ and therefore, δ(QI , uλ) = {q1 } and δ(QI , uλλ) = {q0 }. If ∪ni=1 Li = Σ ∗ , for any u ∈ Σ ∗ , δ(QI , u)∩∪ni=1 QiT 6= ∅,δ(QI , uλ) = {q1 , qf }, δ(QI , uλΣ) = ∅ and δ(QI , uλλ) = QI . Therefore, there exists no word w0 such that δ(QI , w0 ) = {q0 }. ∗ That is, ∪ni=1 Li 6= Σ ∗ if and only if for any q ∈ QA , there exists a word wq ∈ ΣA such that δ(QI , wq ) = {q}. Now, associate a new letter yq to each state q ∈ QA and consider the MA B = hΣB , QB , ι, τ, ϕi where – – – – – – –



ΣB = ΣA ∪ {yq |q ∈ QA }, QB = QA ∪ {qb }, ι(q) = 1/(n + 1) if q ∈ QI and 0 otherwise, τ (q) = 1 if q = qP b and 0 otherwise, ϕ(q, x, q ′ ) = 1/( Py∈Σ |δ(q, y)| + 1) if q, q ′ ∈ QA , x ∈ ΣA and q ′ ∈ δ(q, x), ϕ(q, yq , qb ) = 1/( y∈Σ |δ(q, y)| + 1), ϕ(q, x, q ′ ) = 0 in all other cases.



Check that B is a PA. B is R+ -reduced since for any q ∈ QA , rB,q (yq′ ) 6= 0 iff q = q ′ and rB,q (ε) = 0. B is a PRA if and only if for any q ∈ QA , there exists a word ∗ such that δ(Q , w ) = {q}. wq ∈ ΣA I q Putting all together, we see that an algorithm which decides whether B is a PRA could be used to decide whether ∪ni=1 Li 6= Σ ∗ . As the problem is clearly PSPACE, it is PSPACE-complete. ⊓ ⊔ It has been shown in [DLT02] that for any polynomial p(·), there exists an NFA A = hΣA , Q, QI , QT , δi which satisfies the following properties: – for any state q of A, there exists a word w ∈ Σ ∗ such that δ(QI , w) = {q}, – for any state q of A, all words w which satisfy δ(QI , w) = {q} have a length greater than p(|Q|). These NFA are support of PRA which inherit of this property. f ingen So, reduced PRA form a decidable family which is sufficient to generate SK (Σ) but the membership problem for this family is not polynomial. We can restrict this famf ingen (Σ). ily to obtain a polynomially decidable family and still sufficient to generate SK Let A = hΣ, Q, ι, τ, ϕi be a PRA. A is prefixial if for any q ∈ Q, there exists wq ∈ Σ ∗ such that wq−1 rA = rA,q and such that {wq |q ∈ Q} is prefixial. It is polynomially decidable whether an MA is a prefixial PRA. Let A = hΣ, Q, ι, τ, ϕi be a PRA, and for any q ∈ Q, let wq ∈ Σ ∗ such that wq−1 rA = rA,q . Let W = {wq |q ∈ Q} and let W be the smallest prefixial subset of Σ ∗ which contains W . Let B = hΣ, W , ι, τ , ϕi be the MA defined by: – ι(q) = 1 if q = ε and 0 otherwise, – τ (w) = w−1 rA (ε), 32



– ϕ(w, x, wx) = w−1 rA (xΣ ∗ ) for any x ∈ Σ, – ϕ(wq , x, wq′ ) = ϕ(q, x, q ′ ) if wq x 6∈ W , – ϕ(w, x, w′ ) = 0 in all other cases. It can be shown that B is a prefixial PRA equivalent to A. 4.4



Probabilistic Deterministic Automata



f in For any K ∈ {R, Q, R+ , Q+ }, the class SK (Σ) can be described by probabilistic deterministic automata.



Proposition 22. Let K ∈ {R, Q, R+ , Q+ } and let p ∈ KhhΣii. Then, p is a stochastic language over K which has finitely many residual languages iff there exists a Kprobabilistic deterministic automaton A such that p = rA . Proof. From Prop 14, we can suppose that K ∈ {R+ , Q+ } . f in – Let p ∈ SK (Σ) and let Res(p) = {w1−1 p, . . . , wn−1 p}. Let A be the MA associated with S as in the proof of Prop 18. As there exists i ∈ {1, . . . , n} such that p = wi−1 p, we can suppose that αs = 1 if s = wi−1 p and 0 otherwise. Let swi−1 p. P If x 6∈ res(s), then w∈Σ ∗ p(wi xw) = 0 and since K ∈ {R+ , Q+ }, this implies that p(wi xw) = 0 for any word w. Therefore, in this case, it is possible to choose αxs,s′ = 0 for any s′ ∈ Res(p). When x ∈ res(s), there exists j ∈ {1, . . . , n} such that x−1 s = wj−1 p. In this case, we can choose αxs,s′ = 1 if s′ = wj−1 p and 0 otherwise. Then, check that A is a PDA which generates p. – Let A = hΣ, Q, ϕ, ι, τ i be a PDA which generates p and let QI = {q0 }. For any w ∈ Σ ∗ , there eixts only one state q ∈ Q such that ϕ(q0 , w, q) 6= 0. Therefore, Res(p) ⊆ {rA,q |q ∈ Q} and Res(p) is a finite state. ⊓ ⊔
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Fig. 8. Inclusion relations between classes of classes of rational stochastic languages.
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5 Conclusion In this paper, we have carried out a systematic study of rational stochastic languages, which are precisely the objects probabilistic grammatical inference deal with. This study, and the results we bring out, whether they are original or derived from former contributions, support our opinion that researches in grammatical inference should be based and rely on formal language theory. Doing this makes it possible to reuse powerful tools and general results for inference purposes. Moreover, this approach may help finding out what particular properties are important for grammatical inference. For example, a learning sample {w1 , . . . , wn } independently drawn according to a target stochastic language p provides statistical information on the residual languages of p. In order to infer an approximation of p by means of a multiplicity automata A, there should be a structural link between the states of A and the observed data and hence, between the states of A and the residual languages of p. This explains why most results in grammatical inference deal with PDA and PRA, i.e. classes of multiplicity automata for which there exists a strong connection between the states and the residual languages of the stochastic languages they generate. This also explains why there is no useful general inference result about PA: the residual subsemimodule of a rational stochastic language over R+ or Q+ may be not finitely generated and hence, no finite set of residual languages can be used to represent it. Moreover, PA admits no natural normal form. On the other hand, the residual subsemimodule of rational stochastic languages over R or Q are finitely generated and admit a basis made of residual languages. Even if there exists no recursively enumerable subset of MA capable of generating them, this study has encouraged us to try to find a way to infer these most general stochastic languages. See [DEH06] for preliminary results. We are also currently working on tree rational stochastic languages, following a similar approach, in order to deal with tree probabilistic languages inference. This work is still in progress.
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