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Laboratoire de Physique Th´eorique et Hautes Energies, CNRS UMR 7589, Universit´e Paris VI et VII, 4, Place Jussieu, 75252 Paris Cedex 05, France 2 Institut f¨ ur Theoretische Physik, Universit¨ at zu K¨ oln, Z¨ ulpicher Str. 77, 50937 K¨ oln, Germany For a large class of networks made of connected loops, in the presence of an external magnetic field of half flux quantum per loop, we show the existence of a large local symmetry group, generated by simultaneous flips of the electronic current in all the loops adjacent to a given node. Using an ultra-localized single particle basis adapted to this local Z2 symmetry, we show that it is preserved by a large class of interaction potentials. As a main physical consequence, the only allowed tunneling processes in such networks are induced by electron-electron interactions and involve a simultaneous hop of two electrons. Using a mean-field picture and then a more systematic renormalization-group treatment, we show that these pair hopping processes do not generate a superconducting instability, but they destroy the Luttinger liquid behavior in the links, giving rise at low energy to a strongly correlated spin-density-wave state. PACS numbers: 71.10.Li,71.10.Pm,73.21.Hb



I.



INTRODUCTION



For the past two decades, transport properties of quantum wires have received a lot of attention1,2 . Besides metallic systems, two dimensional electron gases induced in GaAs/AlGaAs heterostructures have displayed a rich variety of quantum effects such as Aharonov-Bohm resistance oscillations in a ring geometry3,4 , and persistent currents5,6 . More recently, coherent Aharonov-Bohm oscillations have been measured in ballistic arrays with the dice lattice geometry7 , in agreement with the predictions of simple models for non-interacting electrons8 . The experimental visibility of conductance oscillations with the full flux quantum Φ0 = h/e periodicity in large structures with a few thousand loops has been attributed to the presence of Aharonov-Bohm cages which localize the motion of electrons when the external flux per elementary loop is half-integer in units of Φ0 . After these first investigations, a natural issue is to understand interaction effects on this geometrical localization phenomenon. For two electrons, it was shown that interaction induces some correlated hopping processes, at the origin of some delocalized states in which the two electrons always remain close from each other9,10 . Remarkably, this trend appears for any sign of interaction. Of course, for a repulsive interaction, these extended states lie above the ground-state sector, obtained when the two electrons are individually localized in distinct remote cages. But this raises the question of what happens at finite density, where it is no longer possible to put all conduction electrons in separate cages. Two electrons initially in the same cage will be able to move together, so this may generate some kind of metallic state. An interacting system with a finite particle density was first studied in its bosonic version in a one-dimensional geometry showing Aharonov-Bohm cages, namely a chain of rhombi11 . This model has been adapted into a realistic description of a Josephson junction array with the



same geometry recently12 . There, it was found that no single boson condensate can exist, but instead a 2-boson condensate is stabilized at low energy. This peculiar phenomenon is connected to the single particle localization in Aharonov-Bohm cages, but in the presence of interaction, it requires a stronger property, identified as a local symmetry based on the Z2 group. This symmetry implies that the parity of the total particle number within any Aharonov-Bohm cage is conserved. If this symmetry remains unbroken, it prevents the formation of any single boson condensate. A two-dimensional version exhibiting this local Z2 symmetry was also analyzed13 , in the context of topologically protected quantum memories. The crucial role of a local symmetry is well illustrated by the example of the dice lattice, which sustains AharonovBohm cages, but no local symmetry in the presence of interactions. There, it was found that the external magnetic field corresponding to Φ0 /2 per loop imposes a vortex lattice which allows for some zero-energy line defects, but the single particle condensate exhibits a finite phase stiffness14,15,16 . The fermionic case at finite density is the subject of the present article. Motivated by ongoing experiments17 on networks designed on a 2D electron system at a GaAs/GaAlAs interface, we shall study quantum wire networks, which geometry is compatible with a local Z2 symmetry in the presence of a magnetic field of half flux quantum per elementary loop. Such networks will be called Z2 networks, and two examples are shown on Fig. 1 below. In section II, we define precisely this class of networks, construct the unitary operators associated to the local Z2 symmetry group, and consider their irreducible representations in the Hilbert space of a single particle. We show that all the common eigenstates of all the local generators of this large Abelian group are strongly localized within Aharonov-Bohm cages involving only a finite number of elementary loops. Section III first discusses the matrix elements of a two-body interaction in
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FIG. 1: This picture presents two examples of Z2 networks: a chain of loops (upper part), and a square lattice of loops (lower part). All these networks are obtained from any planar lattice after replacing each link by a loop. To get a local Z2 symmetry, each loop is required to be perfectly invariant under the reflection through the long axis defined by its two adjacent nodes.



this localized basis adapted to the Z2 symmetry. This shows that a large class of pair interaction potentials (including the point-like Hubbard interaction) is compatible with this symmetry. We then show that, at least in a mean-field approach, the particle pair hopping processes generated by a repulsive interaction do not lead to superconductivity. Starting from simple order of magnitude estimates adapted to semi-conductor quantum wire networks, we argue that a more refined renormalization group approach (RG) is required, given the strength of the Coulomb interaction for typical electronic densities. Finally, section IV proposes a simplified Z2 symmetric model of coupled Aharonov-Bohm cages which is analyzed with the RG method using the one-loop approximation. This confirms the irrelevance of the electron pair hopping processes in the low-energy limit, and establishes a tendancy for the system to reach a strong coupling fixed point of a spin density wave character. So the combination of local Z2 symmetry and electron-electron repulsion destroys the Luttinger liquid in the quantum wires which constitute the network, leaving room only for a strongly correlated liquid with mostly gapped excitations. Finally, a brief appendix shows how this picture fits with a simple mean-field description.



II.



LOCAL Z2 SYMMETRY FOR A CLASS OF QUANTUM NETWORKS A.



Basic construction



In this paper, we shall consider networks of quantum wires (called Z2 networks), for which the elementary links



connecting two nearest-neighbor nodes are doubled. In other words, such networks may be obtained from any planar graph, after replacing links by loops. Examples of this construction are shown on Fig. 1. The key assumption we shall make is that all these loops exhibit a perfect reflection symmetry around the axis joining the two nodes connected by the loop. This requirement imposes some rather severe constraints on the fabrication of such structures, in terms of the network geometry, and of the control of various types of disorder. However, as discussed in the Introduction, experimental observation of the Aharonov-Bohm cage effect in GaAs quantum wire networks7 suggests that present technology is able to meet these constraints. On a more theoretical side, numerical investigations on disordered tight-binding versions of such networks have shown that the effects we shall discuss survive after a small but sizeable disorder is introduced10 . At a purely geometric level, these structures exhibit, besides their usual crystalline symmetry groups, a large symmetry generated by local flips of elementary loops around their central axis. We are mostly addressing here the quantum-mechanical effects of such a symmetry in the presence of a constant and uniform external magnetic field, corresponding to half-flux quantum per loop. As usual, quantum mechanics is affected by the fact that the vector potential used to describe the magnetic field is not invariant under these local operations. In the case of the translational symmetry, this leads to the non-commutation of magnetic translations and to Landau level quantization. In the present case, the striking consequence is the appearance of a dramatic localization phenomenon, where all single particle energy eigenstates are confined inside a finite set of loops8 . To illustrate the idea, it is useful to consider first a single loop, with strictly one-dimensional motion along a coordinate x. If l denotes the perimeter of this loop, we have to impose the periodicity condition: ψ(l) = ψ(0). The stationary Schr¨odinger equation reads: Eψ(x) =



1 d 1 (ˆ p + eA)2 ψ(x) = (−i~ + eA)2 ψ(x) 2m 2m dx



where A(x) is the projection of the vector potential along the wire at pointR x. Using the gauge transformax tion: ψ(x) = exp(−i ~e 0 A(x′ )dx′ )χ(x), χ(x) obeys the Schr¨odinger equation for a free particle, subjected to the boundary condition: χ(l) = exp(i2πΦ/Φ0 )χ(0), where Rl Φ = ~e 0 A(x′ )dx′ is the magnetic flux through the loop and Φ0 = h/e is the flux quantum. The single particle 2 2 energy spectrum is then: En = 2πml~2 (n + Φ/Φ0 )2 , where n is any integer. For generic values of Φ/Φ0 , all energy eigenvalues are non-degenerate, but all levels are doubly degenerate when 2Φ/Φ0 is an integer (with the exception of the ground-state for integer Φ/Φ0 ). For integer Φ/Φ0 , the flux through the loop may be eliminated by a gauge transformation, and the degeneracy is clearly attributed to the reflection symmetry, which changes the wavenumber of an eigenstate into its opposite. In the case



3 of half-integer Φ/Φ0 , this geometrical symmetry has to be combined with a gauge transformation so that ψ(x) is ′ changed into R (T ψ)(x) ≡ ψ R(x) = exp(if  (x))ψ(−x), with −x x f (x) = ~e 0 A(x′ )dx′ − 0 A(x′ )dx′ . This transformation sends an eigenstate with a persistent current into an eigenstate with the reversed current. We also notice that ψ ′ (0) = ψ(0) whereas ψ ′ (l/2) = −ψ(l/2). This has some important consequences if we wish to generalize these reflection operations to the elementary loops connecting nodes in Z2 networks. Let us first consider a one dimensional chain of loops, as shown on the upper part of Fig. 1. Any link of this chain can be represented by a simple line with plus and minus signs on its extremities, see Fig. 2, reminding us the sign of the transformed wavefunction. Suppose now we try to construct a symmetry associated to the reflection for just one loop. The simplest way is to combine as before reflection and gauge transformation, but we encounter a major problem: this transformation will be no longer local, because we are obliged to change globally the sign of the part of the wave-function lying on one side of the transformed loop. For an open chain, this non local aspect of the transformation attached to a single loop is not too disturbing, since it modifies physical observables such as electronic current only locally. But in the case of periodic boundary conditions, it has the consequence that such a transformation simply becomes impossible. In fact, one can easily avoid this difficulty by considering two transformations on adjacent loops, see Fig. 2. The generalization for any Z2 lattice is clear, we need to join together negative extremities of all the loops arriving at a given node. Because of these phase-factors arising from gauge transformations, the local symmetry generators are therefore associated to lattice sites and not to the links as one would infer from purely geometrical considerations. Note that in lattice gauge theories, local generators of gauge transformations are also attached to lattice sites, which establishes a close connection between Z2 networks and lattice gauge theories based on the Z2 group. This viewpoint has been emphasized in the context of Josephson junction arrays18,19 . In case of an integer number of flux quanta per loop (Φ = nΦ0 ) , we have now ψ ′ (0) = ψ(0) and ψ ′ (l/2) = ψ(l/2), so that each link carries plus signs on both ends. In this case, it is possible to construct local Z2 symmetry generators associated to lattice links instead of nodes. But then, because the single particle Hamiltonian has mostly a dispersive spectrum, simultaneous eigenstates of the Hamiltonian and these local generators are extended, instead of being localized as in the half-flux case.



B.



Constraints on scattering matrices at the nodes



Let us now describe more precisely the local transformation attached to a given site i on a Z2 network. This site belongs to n elementary loops, so it is the intersec-
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FIG. 2: This picture shows different realizations of a local Z2 symmetry, successively for a single loop (upper part), and then around sites present in a 1D geometry (chain of loops, lower left) or a 2D geometry (square lattice of nodes connected by loops, lower right). Signs plus or minus keep track of the relative sign between initial and transformed wavefunctions ψ and T ψ ≡ ψ ′ .



tion of 2n links. Since these links are naturally paired, we shall label them by a compound index (ijα), where j refers to any of the n nearest neighbors of site i, and α ∈ {+, −}. On each of these 2n links, we choose the origin of an x coordinate at site i, and the projection of the local vector potential along this link is denoted by Aijα (x). As already discussed, it is convenient to write the single-particle wave-function as:   Z e x ′ ′ Aijα (x )dx χijα (x) ψijα (x) = exp −i ~ 0 along the link (ijα), where an eigenstate with energy 2 2 k E = ~2m has the form: χijα (x) = Cijα e−ikx + Dijα eikx Here, Cijα (resp. Dijα ) is the amplitude of an incoming (resp. outgoing) wave with respect to site i. Since χijα (x) is locally the wave-function of a free particle with no magnetic field, we may define in a gauge-invariant way a scattering matrix at site i by: Dijα =



X(i)



(i)



Sjα,j ′ α′ Cij ′ α′



(1)



j ′ α′



which expresses outgoing amplitudes as a function of incoming ones. Using the notation α ¯ = −α, the local Z2 generators commutes at any site with the single particle Hamiltonian if and only if: (i)



(i)



(i)



′ Sj α,j ¯ ′ (j 6= j ) ¯ ′ α′ = Sjα,j ′ α′ = Sjα,j ′ α (i)



(i)



Sj α,j ¯ α ¯ ′ = Sjα,jα′



(2) (3)



where i denotes any site, and j, j ′ are arbitrary nearest neighbors of i. In other words, there should be a perfect symmetry between paired links ijα and ij α ¯ . The proof of this rather intuitive statement will be given in the next paragraph. Note that in real systems, nodes always have a finite area, and this constraint may be difficult to



4 implement. For instance, as shown on Fig. 3, in a chain of loops, it seems very likely that the simplest design for a node does not satisfy this symmetry. A suggestion for improving this local geometry is sketched on the bottom of Fig. 3. Generalizations to multichannel quantum wires are possible, if the underlying inversion symmetry is also performed on the transverse channels. But we have to restrict ourselves to a regime of weak magnetic fields so that we may neglect the field effects on orbital motion within a wire.



A



′ ′ is equivalent to Cijα = −Cij α¯ , and Dijα = −Dij α¯ . This operation leaves the S matrix at site i invariant if and only if: (i)



(i)



Sj α,j ¯ ′α ¯ ′ = Sjα,j ′ α′



(5)



Note that this is valid for any j and j ′ which are nearest neighbors of i. When j = j ′ , we recover condition (3), and when j 6= j ′ , it is implied by condition (2). But we should also check that the transformation attached to site i also preserves the S matrix at all nearest-neighbor sites j of i. Along the link ijα, we have to perform a change of origin, permuting i and j, and replacing x by y = lij − x, where lij is the common length of the two links (ij+) and (ij−). Using the fact that the flux through the loop enclosed by these two links is half a flux quantum modulo Φ0 , Eq. (5) becomes: ′ ψjiα (y) = (6)   Z e y exp iα (Aji− (y ′ ) − Aji+ (y ′ ))dy ′ ψjiα¯ (y) ~ 0



B



′ which implies χ′jiα (x) = χjiα¯ (x), or: Cjiα = Cjiα¯ , and (j)



(j)



(a)



C



′ Djiα = Djiα¯ . This yields Siα,i ¯ α ¯ ′ = Siα,iα′ , that is Eq. (3) after a permutation of i and j. Now, for any site j ′ , nearest neighbor of j and distinct from i, the transformation based at site i does not affect the pair of ′ ′ links (jj ′ α), so Cjj ′ α = Cjj ′ α , and Djj ′ α = Djj ′ α , which (j)



(j)



(j)



(j)



implies Siα,j ¯ = Sj ′ α′ ,iα , that is ¯ ′ α′ = Siα,j ′ α′ and Sj ′ α′ ,iα Eq. (2) after a permutation of i and j.



A



B C (b)



FIG. 3: This picture illustrates the requirements on the scattering matrix at a node present in a chain of loops (upper part), in order to impose a local Z2 symmetry. The most direct design (a), is likely to be incompatible with these constraints, since intuitively, the amplitude for an electron to go from A to B is different from the amplitude to go from A to C. In a slightly modified design (b), these amplitudes are more likely to be equal, and this is more appropriate for an experimental implementation of the local Z2 symmetry.



Let us now check that conditions (2),(3) are all we need. The transformation attached to site i now reads: ′ ψijα (x) = (4)   Z x e − exp iα (Aij− (x′ ) − Aij+ (x′ ))dx′ ψij α¯ (x) ~ 0



Using the locally gauge-invariant description in terms of χijα (x), this translates into: χ′ijα (x) = −χij α¯ (x), which



C.



Irreducible representations of local Z2 symmetry



Let us denote by Ui the unitary transformation attached at site i, defined by Eq. (5). Clearly, Ui2 = 1, so the eigenvalues of Ui are ±1. Furthermore, it is simple to check that Ui and Uj commute. The only non-trivial case arises when i and j are nearest neighbors. In fact, comparing Eqs. (5) and (7) we see that the actions of Ui and Uj on the loop between i and j differ only by a sign. The mutual commutation of these operators ensures that they can be simultaneously diagonalized, so that Ui |Ψi = ǫi |Ψi, with ǫi = ±1. For single particle states, the possible collections of eigenvalues {ǫi } are very limited. To identify them, we need to introduce the notion of an Aharonov-Bohm cage. For any lattice site i, the cage attached to i is composed of all the elementary loops which contain i. We have now the following properties: Property (a): If i and j are nearest-neighbor sites, and if Ui |Ψi = Uj |Ψi, then the wave-function associated to |Ψi vanishes on the loop joining i and j. This is an immediate consequence of the fact that along this loop, Ui |Ψi and Uj |Ψi are described by opposite wave-functions, as already noted (compare Eqs. (5) and (7)).



5 Property (b): If Ui |Ψi = −|Ψi, the wave-function ψ attached to |Ψi vanishes everywhere outside the AharonovBohm cage attached to i. This follows directly from the fact that the transformation Ui does not modify the wave-function outside the Aharonov-Bohm cage attached to i. Main Property: The only possible collections of simultaneous eigenvalues {ǫi } are such that exactly one of them is equal to −1, all the others being equal to 1. If i is the only site with ǫi = −1, the corresponding wave-function vanishes everywhere outside the Aharonov-Bohm cage attached to i. Because of property (a), if all ǫi ’s are equal to 1, |Ψi vanishes. So at least one eigenvalue is negative. Suppose we have two of them: ǫi = ǫj = −1 with i 6= j. Because of property (b), the wave-function ψ vanishes everywhere outside the intersection of the cages centered at i and j. If this intersection is empty, then |Ψi = 0. If not, then i and j are nearest neighbors. But then, property (a) implies that ψ vanishes also on the loop joining i and j, so |Ψi = 0. The only possibility is therefore to have ǫi = −1 and ǫj = 1 for any j 6= i. From property (b), the wave-function is confined inside the Aharonov-Bohm cage centered around site i. When the S matrix of each node satisfies conditions (2) and (3) for any wave-vector k, we may diagonalize the single-particle Hamiltonian in a localized basis of Aharonov-Bohm cage wave-functions. Since each of these cages has only a finite total wire length, the energy spectrum is always discrete. These cages behave as artificial atoms, at least as long as electrons are not interacting. The interesting feature of such a system is that two cages may overlap, which allows for non-trivial interaction effects.



III.



A.



INTERACTION EFFECTS ON AHARONOV-BOHM CAGES



Hamiltonian for interacting electrons in an Aharonov-Bohm cage basis



In the case of interacting electrons, this simple physical picture has to be deeply modified, because the two sides of a given loop are no longer equivalent if an electron “sees” on one of them another electron and interacts with it. So the probability for one electron to hop from an Aharonov-Bohm cage to a nearby one no longer vanishes. However, this is an interaction-induced effective hopping, and it is by no means obvious that it could lead to a coherent metallic system in the usual sense. By contrast to lattices such as the dice lattice which also exhibit the Aharonov-Bohm cage phenomenon, we will now show that on Z2 lattices, and for a large class of electron-electron interactions, the local Z2 symmetry is still present. This puts some rather severe constraints on the amount of delocalization that interactions may induce for a finite density of electrons. Because of the local Z2 symmetry, only pairs of electrons are able to hop from one cage to an adjacent one. So on intuitive grounds, a true conducting state is expected only for attractive interactions, where it is also a superconductor. For repulsive interactions, we shall see that the system remains an incoherent metal. For the sake of simplicity, we shall consider here a local Hubbard repulsive interaction between electrons. Generalization to a large class of interaction potentials is given in Section III B below. This interaction may be written as: X Z lij † † dx ψijα↑ (x)ψijα↓ (x)ψijα↓ (x)ψijα↑ (x) Hint = U ijα



All these results (for Φ = Φ0 /2) have a simple physical interpretation in the light of the Aharonov-Bohm effect. Suppose we have an electron situated at a node i. If j is a nearest-neighbor of i, there are two possible equivalent ways for this electron to reach a nearby loop (j, k), using either side of loop (i, j). But the associated probability amplitudes have opposite signs (as exp(i2πΦ/Φ0 ) = −1) and will compensate each other. This is why we obtain localized solutions which form a complete basis of the Hilbert space for non-interacting electrons. In case of integer number of flux quanta per loop, the functions within a given irreducible representation are not necessarily local, so the previous conclusions do not apply. It happens that some localized solutions still exist, but they form only “half” of a complete basis of states. This analysis could be made using the Kottos and Smilansky formalism20 , but to save space and since we are mostly interested in half-flux quantum per loop, we will not give further detail on the integer flux case in this paper.



0



(7) † Here ψijα↑ (x) is the second quantization electron creation operator at point x on the wire α = ± joining nodes i and j, with spin projection ↑ along the quantization axis. Let us now introduce operators of creation and annihilation of an electron in a given Aharonov-Bohm cage state: c†iτ (x) and ciτ (x) respectively, τ refering to the spin projection. They satisfy the following relations: Ui c†iτ (x)Ui = −c†iτ (x)



Uj c†iτ (x)Uj



=



c†iτ (x)



(8) i 6= j



(9)



which show that these operators c†iτ (x) and ciτ (x) carry a non-trivial local Z2 charge. The precise correspondence † between the initial operators ψijα↑ (x) and the cage operators c†iτ (x) is as follows:  1  † ψijατ (x) = √ e−iθijα (x) c†iτ (x) + e−iθjiα (x) c†jτ (x) 2 (10) Rx where θijα (x) = ~e i Aijα .dr is a line integral oriented from node i to node j. The local Hubbard interaction in



6 cage basis takes the following form: † † ψijα↑ (x)ψijα↓ (x)ψijα↓ (x)ψijα↑ (x) =



(11)



c†i↑ (x)c†i↓ (x)ci↓ (x)ci↑ (x) + c†j↑ (x)c†j↓ (x)cj↓ (x)cj↑ (x) + [a] c†i↑ (x)c†j↓ (x)cj↓ (x)ci↑ (x) + c†j↑ (x)c†i↓ (x)ci↓ (x)cj↑ (x) + [b] c†i↑ (x)c†j↓ (x)ci↓ (x)cj↑ (x) + c†j↑ (x)c†i↓ (x)cj↓ (x)ci↑ (x) + [c] c†i↑ (x)c†i↓ (x)cj↓ (x)cj↑ (x) + c†j↑ (x)c†j↓ (x)ci↓ (x)ci↑ (x)



[d]



Lines on the right-hand side represent respectively: an intra-cage Hubbard interaction [a], an inter-cage Hubbard interaction [b], a neighbor cage exchange process [c], a pair propagation process [d]. In the case of a one-dimensional chain of loops, these various processes may be visualized directly on the graph shown on Fig. 4.



m



(n ,m )



(n,m)



n FIG. 4: In the case of Hubbard like interacting electrons, the only possible cage transitions preserving local Z2 symmetry can be plotted on the following graph (thin lines), where (n, m) and (n′ , m′ ) indicate initial and final cage positions, corresponding to a term c†n′ c†m′ cm cn . Dashed lines refer to possible non zero amplitude transitions, compatible with the local nature of two-electron interaction, but which are forbidden since they violate electron number parity conservation resulting from the local Z2 symmetry.



binding description11 . The present formulation is much more general. What are the consequences of this local symmetry on an interacting system? As in9,10 , let us first consider a pair of electrons, with the local Hubbard interaction. We have three possible situations. First, the two electrons may be located in two cages i and j which do not share common links, that is i and j are not nearest neighbors. Then they do not “see” each other and remain localized in their respective cages. A second possibility occurs when i and j are distinct but nearest neighbors. As term [c] in Eq. (11) above shows, the two electrons can exchange their cages, but such state remains localized under time evolution. Finally, when i = j, term [d] in Eq. (11) indicates that a delocalized two electron state is now possible in spite of the purely localized nature of the single particle spectrum and the repulsive character of the interaction. Of course, the most interesting question is to consider a system with a finite electronic density. As we have seen, because of the local Z2 symmetry, only pairs of electrons can propagate in a Z2 network. In particular, the single electron propagator −ihciτ (x, t)c†jτ (x′ , t′ )i vanishes when i 6= j, since it is not Z2 invariant, and it is very difficult to break spontaneously a local symmetry21 . This shows that the low-energy behavior of an electron fluid on a Z2 network is not described by the Landau model of a Fermi liquid. As we shall see in section IV below, it corresponds most likely to a new form of incoherent metal. But at this stage, the most natural thing to check is whether a superconducting instability (induced by term [d] in Eq. (11)) occurs or not.



B.



Mean-field analysis of superconducting instability



To begin this discussion, let us first consider a larger class of electron-electron interaction. The most general two-body potential interaction respecting the global spin rotation symmetry reads: Vˆ =



The main feature appearing in this new basis is that the parity of the total electron number in each AharonovBohm cage is separately conserved. Because an electron in state c†iτ (x)|0i carries a non-trivial Z2 charge, but a pair c†i↑ (x)c†i↓ (x)|0i belongs to the identity representation of the local Z2 group, the previous statement simply shows that the local Hubbard interaction commutes with the local Z2 symmetry. In Section III B, we show that any pair potential interaction of the form V (r, r′ ) is compatible with the local Z2 symmetry provided V (r, r′ ) does not change when r or r′ is replaced by its mirror image with respect to the axis joining its two nearest nodes. In a previous work, a similar statement was reached for a rather special case, namely a chain of rhombi in a tight-



X XXZ



ij,i′ j ′ αα′ τ τ ′



0



lij



dx



Z



0



l′ij



′



αα ′ dx′ Vij,i ′ j ′ (x, x )



† ψijα↑ (x)ψi†′ j ′ α′ ↓ (x′ )ψi′ j ′ α′ ↓ (x′ )ψijα↑ (x)



(12)



In this sum, (ij) and (i′ j ′ ) are two pairs of nearestneighbor nodes. As before, α (resp. α′ ) labels one of the two links composing the loop (ij) (resp. (i′ j ′ )). Let us use the cage basis, defined in Eq. (10) to rewrite this interaction. For this purpose, the first step is to express the local electronic density as: † ψijατ (x)ψijατ (x) =



1 † (c (x)ciτ (x) + c†jτ (x)cjτ (x)) 2 iτ



1 + (e−iθijα c†iτ (x)cjτ (x) + e−iθjiα c†jτ (x)ciτ (x)) 2



7 Because the flux through each elementary loop is half a flux quantum, e−iθijα = −e−iθijα¯ . The interaction (12) preserves the local Z2 symmetry if and only if the following conditions are satisfied: αα′ ′ Vij,i ′ j ′ (x, x )



=



αα ¯ ′ ′ Vij,i ′ j ′ (x, x )



=



αα ¯′ ′ Vij,i ′ j ′ (x, x )



(13)



provided the pairs (ij) and (i′ j ′ ) are distinct, and: ′



′



αα α ¯α ¯ Vij,ij (x, x′ ) = Vij,ij (x, x′ )



(14)



The first condition implies that X αα′ ′ e−iθijα Vij,i ′ j ′ (x, x ) = 0



when (ij) and (i′ j ′ ) are distinct, and the second condition that



X



′



αα (x, x′ ) = 0 e−iθijα Vij,ij



α,α′



Therefore, all the terms which do not preserve the parity of the total electron number in each cage are eliminated. When both conditions (13), (14) on the interaction potential are satisfied, the interaction term (12) now becomes:



α



Vˆ =



X XXZ



ij,i′ j ′ αα′ τ τ ′



×



(



0



lij



dx



Z



l′ij



′



αα ′ dx′ Vij,i ′ j ′ (x, x )



0



h ih i : c†iτ (x)ciτ (x) + c†jτ (x)cjτ (x) c†i′ τ ′ (x′ )ci′ τ ′ (x′ ) + c†j ′ τ ′ (x′ )cj ′ τ ′ (x′ ) :



+ δij,i′ j ′



ih i h : e−iθijα c†iτ (x)cjτ (x) + e−iθjiα c†jτ (x)ciτ (x) e−iθijα′ c†iτ (x′ )cjτ (x) + e−iθjiα′ c†jτ (x)ciτ (x) :



We have used the standard notation : O : for the normal ordering of the operator O. Let us now consider the possibility of a superconducting instability. In a variational approach, we would use a Hartree-Fock-Bogoliubov trial state. In the presence of pairing, the average kinetic energy increases, so it would have to be compensated by a lowering in the average interaction energy. As usual, this quantity involves averages of the form hc† c ihc† c i and of the form hc† c† ihc c i. In the spirit of a mean field theory, we shall keep only the latter terms. Once again we also argue that the local Z2 symmetry is not broken, even in the hypothetical superconducting state. Physically, this is reasonable since the size of the Aharononv-Bohm cages being finite, there is a finite gap between the Z2 sector with ǫi = 1 and the sector with ǫi = −1. As discussed below, this gap can be as large as a few Kelvin degrees for a GaAs Z2 network. With an unbroken Z2 symmetry, the superconducting order parameter hc†iτ (x)c†jτ (x′ )i vanishes if i 6= j. Let us first consider a singlet pairing. This leads to: hc†i↑ (x)c†i↑ (x′ )i = hc†i↓ (x)c†i↓ (x′ )i = 0



hc†i↑ (x)c†i↓ (x′ )i = −hc†i↓ (x)c†i↑ (x′ )i = ∆i (x, x′ ) In this case, the local contribution of Cooper pairing to the trial potential energy is: ′



i



i



αα ′ − 2 θijα Vij,i ∆i (x, x′ ) + e− 2 θjiα ∆j (x, x′ )|2 (16) ′ j ′ (x, x )|e



(15) )



In the case of triplet pairing, we have a complex vector ∆j (x, x′ ) defined by:



1 ∆xj (x, x′ ) = √ h−c†j↑ (x)c†j↑ (x′ ) + c†j↓ (x)c†j↓ (x′ )i 2 i y ∆j (x, x′ ) = √ hc†j↑ (x)c†j↑ (x′ ) + c†j↓ (x)c†j↓ (x′ )i 2 1 † z ′ ∆j (x, x ) = √ hcj↑ (x)c†j↓ (x′ ) + c†j↓ (x)c†j↑ (x′ )i 2



For triplet pairing, the orbital angular momentum of a Cooper pair is odd, so ∆j (x, x′ ) = −∆j (x′ , x). It is simple to check that the above expression (16) still applies up to replacing the complex scalar ∆j (x, x′ ) by the complex vector ∆j (x, x′ ). To conclude, we show that the part of the trial energy which is directly sensitive to a Z2 invariant Cooper pairing amplitude is positive for a positive interaction potential compatible with the local Z2 symmetry. So, at least in a mean-field picture, a superconducting instability cannot occur. This statement was not a priori obvious, given the existence of delocalized states for the two-particle problem, where both particles are located in the same cage at any time, even with a repulsive interaction.



8 C.



Discussion for networks in semiconductor heterostructures



For applications to real systems, it is important to present some order of magnitude estimates. For wires etched on a 2D electron gas at a GaAs/GaAlAs interface, with a typical carrier density of 3 1011 cm−2 and a transverse width w = 100 nm, the number of transverse conduction channels N = kF w/π is around 4. For a regular network of single channel wires, we have investigated interaction effects on the low-energy scattering matrix at the nodes22 . The renormalization of the transmission coefficient T (Λ) as a function of a typical energy scale Λ is given by: T (Λ) =



T0 (Λ/Λ0 )2α , R0 + T0 (Λ/Λ0 )2α



(R0 + T0 = 1)



(17)



˜ (k → 0)/(hvF ) is proportional to the Fourier where α = U transform of the interaction potential in the long wavelength limit. This result corresponds to nodes having a complete symmetry under any permutation of the incident wires. Note that it has the same form as for a single elastic scatterer in a Luttinger liquid23,24 , or a single crossing connecting several semi-infinite Luttinger liquids25 . For a single wire of width w and length L, ˜ (k → 0) ≃ e2 ln(2L/w). Choosing typical values as U 4πǫ0 ǫr m∗ = 0.067 me and ǫr = 12.9 for GaAs, L = 2 µm and w = 100 nm, we obtain α = 0.4 which is a rather large value. This shows that the Coulomb energy is nearly as large as the kinetic energy of conduction electrons. An important consequence of this large interaction energy is that a mean-field analysis is not reliable for semiconductor networks. As usual for 1D electron systems with repulsive interactions, the leading instability occurs because of the divergence of the static charge and spin susceptibilities at the wave-vector q = 2kF and favors the formation of a spin-density wave. A derivation of this mean-field transition on a Z2 network is sketched in Appendix A. But with α = 0.4, the critical temperature for the onset of this mean-field instability is not much smaller than the Fermi energy (see for instance Eq. (A1)), which shows that the system is still in a onedimensional regime. Indeed, the cross-over from one to two dimensions takes place when the 1D thermal length LT = hvF /kB T becomes comparable to the distance L between nearest-neighbor nodes. In other words, the corresponding energy scale kB T should be as low as the energy level splittings inside Aharonov-Bohm cages, that is of the order of hvF /L. Since λF = 50 nm, we have L/λF = 40 for L = 2 µm, so the cross-over to 2D behavior appears at an energy scale one order of magnitude



H0 =



Z



∞



−∞



dx



XX j



τ



:



"



smaller than the mean-field Peierls instability scale. In practice however, because of the small effective mass in GaAs, the low energy scale hvF /L can be of the order of a few Kelvin degrees. This scale sets also the order of magnitude of the Z2 gap already mentioned. It is well-known that in a purely one-dimensional situation, fluctuations in the Peierls and in the Cooper channels have a tendency to neutralize each other, and the result is in general some kind of Luttinger liquid26 . We should therefore revisit the result of the previous section using an approach which, unlike mean-field theory, is able to treat both Peierls and Cooper channels on an equal footing. This is exactly what the renormalization group (RG) is able to provide, at least in the weak interaction limit.



IV.



RENORMALIZATION GROUP ANALYSIS A.



Low-energy model



A complete RG analysis for our original system would be very complicated, because of the absence of translation invariance inside Aharonov-Bohm cages. In particular, network nodes induce Friedel density oscillations in the electron fluid, which renormalize the associated single electron scattering matrices in the presence of interactions. This mechanism is precisely at the origin of the scaling shown in Eq. (17)22,24,25 . Physically, this interaction effect shows that wires have a tendency to become disconnected at low energies, which stops below the cross-over into the 2D regime. As shown previously22 , an electronic wire network becomes an insulator for commensurate filling factors, or simply highly resistive, with a weakly dispersive band crossing the Fermi level for generic filling factors. However, for a system with local Z2 symmetry, this renormalization mostly modifies the internal dynamics inside a given Aharonov-Bohm cage, and not the general structure of the electron-electron interaction as it appears in Eq. 11. At this point, we shall now assume that details of this internal dynamics inside Aharonov-Bohm cages do not play much role in the analysis of interaction effects at low energy, provided the local Z2 symmetry manifested in Eq. (11) is still respected. This leads us to consider the following model, where each Aharonov-Bohm cage is replaced by an infinite 1D Luttinger liquid, described by the electronic fields c†iτ (x), ciτ (x), i being a cage label and τ the spin projection. The internal energy levels of this collection of modified Aharonov-Bohm cages is naturally described by the following kinetic Hamiltonian:



# d 1 d † c (x) − cL,j,τ (x) c (x) : i dx R,j,τ i dx L,j,τ



1 c†R,j,τ (x)



(18)



9 where hvF has been set equal to unity. As usual, right and left moving fields have been introduced, labelled by R and L respectively, so that c†iτ (x) = c†R,i,τ (x) + c†L,i,τ (x). Note that replacing finite Aharonov-Bohm cages by infinite ones is only valid in the 1D regime, when we can neglect the discrete nature of the single particle spectrum. The physical motivation for doing this is that as discussed in the previous section, the typical interaction scale is larger than the Z2 gap in present experiments. On the other hand, the perturbative RG used here requires



Hint = U



Z



∞



dx



−∞



small interactions in comparison to the single electron bandwidth. Because of the large value of L/λF , these two requirements are mutually compatible. Two nearby cages i and j are coupled by a two-body interaction subjected to the following constraints: it has to preserve the local Z2 symmetry or equivalently, to conserve the parity of the total number of electrons in each cage, and to simplify the treatment, to preserve also the translational symmetry within cages. Both requirements are satisfied by the following Hubbard-like interaction:



X i,j



h : c†i↑ (x)c†i↓ (x)ci↓ (x)ci↑ (x) + c†j↑ (x)c†j↓ (x)cj↓ (x)cj↑ (x) + c†i↑ (x)c†j↓ (x)cj↓ (x)ci↑ (x) + c†j↑ (x)c†i↓ (x)ci↓ (x)cj↑ (x)



i + c†i↑ (x)c†j↓ (x)ci↓ (x)cj↑ (x) + c†j↑ (x)c†i↓ (x)cj↓ (x)ci↑ (x) + c†i↑ (x)c†i↓ (x)cj↓ (x)cj↑ (x) + c†j↑ (x)c†j↓ (x)ci↓ (x)ci↑ (x) :



Using the decomposition c†iτ (x) = c†R,i,τ (x) + c†L,i,τ (x) generates many terms, among which we shall neglect two subsets. The first subset contains all the purely forward scattering processes on a given side of the Fermi-surface, i.e. of the form c†R c†R cR cR or c†L c†L cL cL . In perturbation theory, they do not give singular terms in the low-energy limit, so we shall ignore them. The second subset contains all Umklapp terms, of the form c†R c†R cL cR (resp. c†R c†R cL cL ) which are relevant only for a filled (resp. halffilled) single electron band. The most interesting terms are of the type c†R c†L cL cR which induce logarithmic divergences to the dressed two-particle interaction in the



Hint = U



Z



∞



−∞



dx



low energy limit. These terms are adequately treated by the renormalization group. Introducing now generalized charge and spin densities defined as: ρR(L),n,n′ (x) =



X



c†R(L),n,τ (x)δτ,τ ′ cR(L),n′ ,τ ′ (x), (19)



τ,τ ′



S R(L),n,n′ (x) =



X



c†R(L),n,τ (x)σ τ,τ ′ cR(L),n′ ,τ ′ (x), (20)



τ,τ ′



where σ = (σ x , σ y , σ z ) are the usual Pauli matrices, we may finally write the interaction term in the form:



X h : 2ρR,n,n (x)ρL,n,n (x) − 2S R,n,n S L,n,n



(21)



n



+ρR,n,n (x)ρL,n+1,n+1 (x) − S R,n,n S L,n+1,n+1 + ρR,n+1,n+1 (x)ρL,n,n (x) − S R,n+1,n+1 S L,n,n +ρR,n+1,n (x)ρL,n,n+1 (x) − S R,n+1,n S L,n,n+1 + ρR,n,n+1 (x)ρL,n+1,n (x) − S R,n,n+1 S L,n+1,n



i +ρR,n+1,n (x)ρL,n+1,n (x) − S R,n+1,n S L,n+1,n + ρR,n,n+1 (x)ρL,n,n+1 (x) − S R,n,n+1 S L,n,n+1 : . Here, we have chosen a particular 1D geometry, namely a chain of loops. Although the RG approach could be applied to any regular lattice of Luttinger liquid-like cages, we shall from now on focus on this example. The results we shall present shortly suggest that the large scale lattice geometry does not affect much the physical properties of such a system.



B.



Renormalization group equations



We shall now briefly derive one-loop RG equations. We refer the reader to Ref. 27 and references therein for general details about the RG technique. Here we focus on what happens in the space of cage positions, since this is what makes the originality of our work. The microscopic Hamiltonian (18-21) serves as the high energy initial condition of RG flows. The kinetic part of the Hamiltonian is



10 unrenormalized at one-loop order, while the interaction part flows. During the renormalization process, the interactions will develop a non-trivial dependence in the cage positions. The local Z2 -symmetry as well as the trans-



H0 (Λ) =



Z



Λ



Z



Λ



−Λ



Hint (Λ) =



−Λ



lational symmetry of the initial Hamiltonian (18-21) will remain symmetries of the renormalized Hamiltonian. As a consequence, the flowing Hamiltonian is constrained to be of the following form



i dk X X h † : kcR,n,τ (k)cR,n,τ (k) − kc†L,n,τ (k)cL,n,τ (k) : 2π n τ ( Xh dq X : Acγ (Λ)ρR,n,n (q)ρL,n+γ,n+γ (−q) + Asγ (Λ)S R,n,n (q)S L,n+γ,n+γ (−q) 2π n



(22) (23)



γ6=0



+Bγc (Λ)ρR,n+γ,n (q)ρL,n,n+γ (−q) + Bγs (Λ)S R,n+γ,n (q)S L,n,n+γ (−q) i +Cγc (Λ)ρR,n+γ,n (q)ρL,n+γ,n (−q) + Cγs (Λ)S R,n+γ,n (q)S L,n+γ,n (−q) ) +Dc (Λ)ρR,n,n (q)ρL,n,n (−q) + Ds (Λ)S R,n,n (q)S L,n,n (−q)



ultra-violet divergences. Note that the Fermi momentum has been set to zero, which is allowed since we do not consider Umklapp processes. We have not denoted any momentum dependence of the interactions, because in the RG treatment, all momenta are taken at the Fermi surface.



Note that the hermiticity of the Hamiltonian implies c(s) c(s) that C−γ = Cγ , and the Right/Left symmetry gives c(s)



c(s)



c(s)



:.



c(s)



A−γ = Aγ and B−γ = Bγ . The action of the four types of locally Z2 -symmetric couplings Aγ , Bγ , Cγ and D (forgetting about their charge/spin nature) are represented in Fig. 5. In Eqs. (22-23) we used the Fourier transform of the field operators which is defined by Z ∞ cR(L),n,τ (k) = dx exp(−ikx)cR(L),n,τ (x). (24)



The high-energy Hamiltonian is defined at scale Λ0 , and the initial conditions of the RG flow, at this scale, are found from (21) and read



−∞



The Fourier transform of the generalized charge density, for example, is given by Z ∞ ρR(L),n,n′ (q) = dx exp(iqx)ρR(L),n,n′ (x) (25)



Acγ (Λ0 ) = Bγc (Λ0 ) = Cγc (Λ0 ) = U (δγ,1 + δγ,−1 ) Asγ (Λ0 ) = Bγs (Λ0 ) = Cγs (Λ0 ) = −U (δγ,1 + δγ,−1 ) Dc (Λ0 ) = 2U (26) s D (Λ0 ) = −2U The interactions are renormalized both by particle-hole and particle-particle contributions. Written with the dimensionless scale l = ln(Λ0 /Λ), the RG equations are



−∞



=



Z



Λ



−Λ



dk X † c (k + q)cR(L),n′ ,τ (k), 2π τ R(L),n,τ



All momenta have been restricted to be smaller in absolute value than the cut-off Λ, in order to regularize



∂l Ac(s) = γ ∂l Bγc(s) =



ic(s) h ic(s) h Aγ ∗ Aγ + Cγ ∗ C−γ + Aγ ∗ Aγ + Bγ ∗ B−γ , ph



ic(s) h h ic(s) X 2D ∗ Bγ + Bβ ∗ Bγ−β + Bγ ∗ (Aγ + A−γ ) , ph



β6=0,γ



∂l Cγc(s) = ∂l Dc(s) =



(27)



pp



pp



ic(s) h ic(s) h X , + 2D ∗ Cγ + Cβ ∗ Cγ−β Cγ ∗ (Aγ + A−γ ) ph



β6=0,γ



pp



ic(s) ic(s) h h X X . + D∗D+ Cβ ∗ C−β D∗D+ Bβ ∗ B−β β6=0



ph



β6=0



pp



(28) (29) (30)
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FIG. 5: Schematic representation of the four interactions compatible with the local Z2 -symmetry, given in Eq. (23). Each dashed ellipse represents a cage. An empty (full) circle represents a destruction (creation) operator. Coupling A is an intercage interaction, coupling B a cage exchange, coupling C a pair hopping, and coupling D an intra-cage interaction.



In these flow equations, we have denoted ic h  1  c c G1 ∗ G2 = G1 G2 + 3Gs1 Gs2 , (31) 2π ph  is h 1  s c G1 G2 + Gc1 Gs2 + 2Gs1 Gs2 , (32) G1 ∗ G2 = 2π ph



for the particle-hole channel, and ic h  1  c c G1 ∗ G2 = − (33) G1 G2 + 3Gs1 Gs2 , 2π pp is  h 1  s c G1 G2 + Gc1 Gs2 − 2Gs1 Gs2 , (34) G1 ∗ G2 = − 2π pp for the particle-particle channel. The RG flow equations can be simplified further, but we shall leave them in the form (27-30) because it clearly shows the origin of all oneloop contributions. As an illustration, we show in Fig. 6 the bubbles renormalizing the pair hopping term Cγ . C.



Numerical solution of the Renormalization Group equations 1.



Strong coupling Hamiltonian



The flow equations (27-30) cannot be solved analytically, but one can integrate them numerically with standard numerical routines such as Runge-Kutta of order 4. One nice feature of the local Z2 -symmetry is that it constrains interactions in such a way that they can depend on at most one cage index. Thus the number of equations that have to be solved only grows linearly with



the total number of cages N , allowing to consider large system sizes. With the initial conditions (26), we found that the system goes to strong coupling. The flow diverges at a critical RG scale lc , indicating a phase transition at a critical temperature of order of magnitude Tc = Λ0 exp(−lc ). Apart from finite-size corrections, the numerical solution of the flow reaches the following fixed direction Acγ = Asγ = 0, Bγc = Dc = −3Bγs = −3Ds > 0, Cγc = Cγs = 0,



(35) (36) (37)



for any value of γ. The corresponding effective interaction Hamiltonian can be written (going back to real space and setting the strength of the interaction to a value g) Z ∞ X h eff Hint = g dx : 3ρR,n+γ,n(x)ρL,n,n+γ (x) −∞



n,γ



i −S R,n+γ,n (x)S L,n,n+γ (x). :



(38)



This Hamiltonian has an SU(N ) symmetry in the cage indices, and it corresponds to a particle-hole pairing in the triplet channel. Consequently the system undergoes a phase transition to a spin-density wave state, as was predicted by our mean-field analysis (see appendix A). This is more transparent on the equivalent form of (38): Z ∞ XXX eff dx Hint = −2g (39) −∞



m,n µµ′ νν ′



   : c†R,m,µ (x)σ µ,µ′ cL,m,µ′ (x) c†L,n,ν (x)σ ν,ν ′ cR,n,ν ′ (x) :



 n



n+



n



n



n+



n+



n



n+



A



C



C



A



n+



n+



n



n+ 



n



n+



C 



C







n+



n+ 



n



n



12



FIG. 6: Graphs renormalizing the pair hopping term Cγ . The left and middle graphs are particle-hole bubbles, and the right one is a particle-particle bubble. For the latter, β is summed over, and when β = 0 or γ, the quantity C0 that appears should be understood as D, so as to yield Eq. (29).



lc (RG) ≃



1.33 U



and



lc (RPA) ≃



0.64 . U



(40)



For an initial interaction U = 0.1, this gives a ratio Tc (RG)/Tc (RPA) ≃ 10−3 , which is very small. The RPA thus overestimates the critical temperature by three orders of magnitude for U = 0.1. For the typical value U = 0.4 estimated in GaAs networks, this reduction effect is not as dramatic, since here we obtain: Tc (RG)/Tc (RPA) ≃ 0.18. This gives further support to the choice of our simplified model in this section, since the energy scale which emerges from the RG treatment is still in the 1D regime, for a typical choice of parameters such as L/λF = 50. Note that in the case of a single 1D quantum wire, the RG approach gives a vanishing transition temperature and the spin density wave is replaced by a Luttinger liquid fixed point at low energy. For Z2 networks, intercage interaction processes destroy this Luttinger liquid, and because of the flow to strong coupling, most elementary excitations acquire a gap of the order Tc (RG).



2.



Intermediate energy regime



Another feature of the RPA is that the pair hopping terms C c(s) remain nearest neighbor all along the flow, as can be inferred from Eq. (29), when neglecting the particle-particle contribution. This is obviously not the case any more for the full RG equations. As the pair hopping terms are the only processes that can lead to



0



ln |Cγc (l = 1)|



since it is bilinear is the 2kF Fourier component of the local spin density. A more detailed analysis of this phase, including a discussion of its collective modes can be found in Ref. 27. The RG calculation however gives a much smaller value of the critical temperature than the mean-field calculation. We have computed the critical temperature given by the full flow equations (27-30), as well as for the RPA approximation of these, which consists in neglecting all particle-particle contributions. We found the following numerical result
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FIG. 7: The numerical results of ln |Cγc (l = 1)| as a function of γ, for N = 128 cages and initial interaction U = 0.1, are perfectly fitted by a straight line.



a conducting behavior, it is natural to study what happens to them during the flow, before they get completely suppressed by the spin-density wave. We found numerically that, except at the very beginning of the flow, the pair hopping terms are very well fitted by the following law Cγc(s) (l) = (−1)γ Γc(s) (l) exp[−γ/ξ c(s) (l)].



(41)



This shows the incoherent nature of these pair hopping processes. As an illustration, Fig. 7 shows ln |Cγc (l = 1)| as a function of γ, for N = 128 cages and interaction strength U = 0.1. We have performed such fits for many values of l so as to extract the scale dependence of the quantities Γc(s) (l) and ξ c(s) (l) defined in Eq. (7). The results for the charge and spin couplings are nearly identical, so that we only show the behavior of the charge quantities, see Figs. 8 and 9. From Fig. 8, it is clear that the pair hopping is suppressed during the flow, but there < is an intermediate energy regime (2 < ∼ l ∼ 12) where the decrease rate of the pair hopping is not too large. Furthermore, we see in Fig. 9 that the typical range of the pair hopping increases during the flow, but it does not exceed one lattice spacing. The pair hopping thus remains local, contrarily to the cage exchange terms Bγ which become of infinite range during the flow, as was
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FIG. 8: Evolution of the strength of the interaction Cγc (l) as a function of the RG scale l, for N = 128 cages and initial interaction U = 0.1. The flow stops at the critical scale lc denoted by a dashed line.
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FIG. 9: Evolution of the range of the interaction Cγc (l) as a function of the RG scale l, for N = 128 cages and interaction strength U = 0.1. The flow stops at the critical scale lc denoted by a dashed line.



explained in the previous subsection.



V.



CONCLUSION



In this paper, we have studied a class of networks (Z2 networks) for which all single electron energy eigenstates are localized in Aharonov-Bohm cages when an external magnetic field corresponding to half a flux quantum per loop is applied. The particularity of these networks (in comparison to other geometries showing AharonovBohm cages such as the dice lattice), is the presence of a large group of local Z2 symmetries, which correspond to reversing the electronic current in all the loops adjacent to a given node. Interestingly, these symmetries are preserved in the presence of a large class of interaction potentials, including the Hubbard local interaction. The conserved quantum numbers associated to this symmetry are simply the parity of the total electron number in each Aharonov-Bohm cage. Because of this strong constraint, only pairs of electron can tunnel from one cage to another.



A first consequence, assuming that the local Z2 symmetry cannot be spontaneously broken, is that such a system is never a Landau Fermi liquid, since the single electron propagator is short ranged in space. This establishes a qualitative difference between Z2 networks and geometries such as the dice lattice. In the latter case, Aharonov-Bohm cages are no longer protected by a symmetry in the interacting system, and therefore a Fermi liquid induced by interactions seems perfectly plausible. This extends the distinction established for bosonic systems for which a single boson condensate is always destroyed on a Z2 network, whereas it survives on the dice lattice in spite of a large discrete ground-state degeneracy. Using a simple mean-field analysis, completed by an unbiased renormalization group (RG) approach, we first conclude that no superconducting instability is expected, in spite of the particle pair hopping term generated by electron-electron interactions preserving the local Z2 symmetry. The RG analysis shows that long-ranged pair hoppings are generated at intermediate energies, but the typical hopping range remains of the order of the lattice spacing. This time, these results are in sharp contrast with the bosonic counterpart, where the absence of a single boson condensate leaves room for a perfectly stable boson pair condensate11 , with very interesting properties such as topological ground-state degeneracies13 . The main result given by the RG is the presence of a strong coupling low-energy fixed point, dominated by the longdistance fluctuations of a local spin density wave order parameter. The appearance of this fixed point can be attributed to the presence of Aharonov-Bohm cages, since in the model considered here, independent links would behave as Luttinger liquids. We should note that the RG calculation has been done on a simplified model, where all the lattice points inside a given Aharonov-Bohm cage are equivalent. So we have not incorporated the physics of Friedel density oscillation induced by the nodes, which are known to renormalize the single-electron scattering matrices at these nodes, as long as the system is in the one dimensional regime above the energy scale hvF /L, which can be as large as a few Kelvin degrees in a GaAs/GaAlAs structure. Very likely, these effects would alter our quantitative estimate for the energy scale associated to the strong coupling regime. But we believe that they would not modify the qualitative picture presented here. As we have shown, this strongcoupling fixed point is also well captured by a simple mean-field description. This study raises some open questions regarding the transport properties of such incoherent Z2 metal. It would be very interesting to compute the temperature dependence of the conductivity. At temperatures above the spin density wave instability, it is likely to exhibit a power-law behavior, with a presently unknown exponent. In the strong coupling regime, a gap for single electronic excitations is expected, so most likely, the temperature dependence of the conductivity will show an



14 activated behavior. Another fascinating question is the transport through hybrid structures such as a series of a normal metal, a Z2 network, and a normal metal. Indeed, for driving voltages below the Z2 gap (of the order of hvF /L), incoming (resp. outgoing) electrons will have a strong tendency to be injected (resp. emitted) in pairs, although the Z2 network is far from a superconducting state. Maybe the most direct way to demonstrate this strange phenomenon in such a poorly conducting system would be through shot noise measurements.



mean-field critical temperature T ∗ from the requirement U χ(0) (2kF , T ∗ ) = 1, where χ(0) (q, T ) is the static charge susceptibility of the non-interacting electron gas at wave-vector q and temperature T . Because χ(0) (2kF , T ) = (hvF )−1 ln(aEF /kB T ), where a is a numerical factor of order unity, the mean-field temperature T ∗ obeys a BCS relation:



kB T ∗ = aEF exp(−



hvF ) U



(A1)
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